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Abstract
The purpose of this paper is twofold—first, to showcase my contributions to the rlite networking stack, and second, to inform readers about the existence of Recursive InterNetwork Architecture (RINA) and to serve as a quick and easy to read introduction to the architecture and its capabilities. It is well documented that the TCP/IP network architecture suffers from numerous deficiencies and does not meet the demands of modern computing. A great number of these issues are structural and cannot be properly solved by making adjustments to existing protocols or introducing new protocols into the stack. RINA is a clean slate architecture whose aim is to be a more general, robust and dynamic basis for building computer networks. I have extended the rlite implementation with support for policies. With this framework in place, it is possible to have multiple behaviours of components (such as routing), and change between these during runtime. This additional flexibility and simple extensibility greatly benefits both production deployment scenarios as well as research efforts. As policies are crucial for RINA, supporting them is an important milestone for the implementation, and will hopefully foster adoption and accelerate development of RINA as a viable replacement for current Internet.
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1. Introduction

The modern computing landscape and its requirements vastly differ from the state of things in early 1970’s, where TCP/IP has its roots. Although there has been considerable innovation on top of the Internet, Internet itself has seen very little change since late 1970’s. [1]

It is well documented that the TCP/IP architecture suffers from many problems, which are often structural and cannot be properly solved by making adjustments to the protocol stack. These problems aren't new. In fact, some (such as the inability to support proper multihoming) have been known since the ARPANET. [1]

There exist two reasons for why that is the case. As the primary goal was to build a working packet switched network, some known hard problems (like getting naming and addressing right) were given lower priority and left for later. The original ARPANET for example used a simple enumeration of IMP ports for host addresses. At the same time, not much was known about such networks and how they operate. Further research and real world experience was needed to be able to come up with comprehensive solutions.

Therein lies the core problem of the Internet. Unpredictably fast rate of real world adoption and growth
meant that these issues never got addressed again, as things were working well enough for the time being, while the cost of doing any sort of radical changes to the architecture kept increasing.

The fact that the architecture is insufficient and broken can be plainly seen in the layer model. Traditionally, it is described as a five layer model. However, at this point, five layers only exist in the simplest scenarios and networking textbooks. With introduction of technologies such as 802.1q, MPLS, GRE, IPsec, LISP or TLS, the protocol stack not only increases in size, but has a dynamic number of layers, as new protocols are inserted wherever convenient. This is a clear sign of incomplete architecture and a stopgap approach to solving problems.

Surely, one of the biggest changes of the past thirty years is the introduction of IPv6. However, its adoption leaves a lot to be desired. It has been over 23 years since the original IPv6 RFC [2] was published, and according to statistics from Google [3], around 25% of their customers access their services over IPv6, while five years ago the number was less than 5%.

IPv6 was meant to solve some of the issues of the Internet, chief among them address space exhaustion, but brought with it its own set of issues, the migration process itself being just one of them. It failed to address the problem of naming entities in the network in any significant way, mainly restricting itself to increasing the size of the address space. Many protocols used IPv4 addresses directly, or were designed to only carry IPv4, and thus, they had to be reworked to work with IPv6.

The Loc/Id separation protocol [4] tries to decouple the semantics of identifying a node and locating a node within the network. [5] While this does improve the situation slightly, it only addresses the symptom, not the problem. The naming scheme in TCP/IP is incomplete. IP address does not name a node, it names an interface, just like a MAC address does. Both have a global scope, with MAC space being flat and IP space being hierarchical. In practice, due to address space fragmentation, even this does not hold, and neighbouring interfaces might have radically different addresses. There exist no application names or node addresses within TCP/IP.

Not only have our requirements and use cases changed, but so has our knowledge about computer networks. Decades of real world experience have given us additional insight into the nature of networks and their guiding principles. RINA aims to utilize this knowledge to be a more complete theoretical model that allows network designers to build robust, secure, scalable and manageable networks.

As RINA only defines a theoretical model, it is necessary to implement it to reap practical benefits. rlite is such an implementation. As an open source project, with focus on robustness and clean design, it can already be used to run simple RINA networks, whether directly over Ethernet or WiFi, or as an overlay network over TCP or UDP. It provides an easy way to extend its behaviour with support for runtime policies for all of its components, giving network designers great flexibility in creating solutions that strictly fit their requirements.

My work focuses on policies, which are a critical component of the architecture. The diversity of operating environments and user requirements for computer networks mean that there is no one-size-fits-all solution to many problems — it is always a series of trade-offs fitting a particular scenario. [6] This understanding is built into the architecture on an more fundamental level than in TCP/IP. Instead of interchangeable protocols, the logical components themselves have dynamic, configurable parts that can be switched as needed.

I have implemented a framework for registering and switching policies. This allows network administrators to tune the behaviour of the network to fit their requirements. Likewise, it is beneficial for researchers, as it’s easy to introduce new behaviour into the network. The policies can be switched and adjusted during runtime, which makes it very convenient to reuse the same network when running experiments, without additional reconfiguration or patching.

The structure of this paper is somewhat unconventional, as the first two sections serve to introduce the reader to RINA in an organic and approachable manner. The first section could be considered transitional, in which we explore the nature of network architectures and layers. Likewise, it contains some criticisms of current networking, to illustrate why a paradigm shift is needed in the first place. The second section builds on the concepts introduced in the first one to present and describe the RINA layer model and how it ties together. The third section addresses rlite and the policy framework therein, followed by a conclusion that summarizes the paper’s contents.

---

3As it does not help with locating the interface in any way, it might be more precise to call it a name rather than an address.

4Host names are not topological. It is not possible to e.g. route on them either.

5Unfortunately, this paper would make little sense to the reader without this knowledge. Some compromises therefore have to be made, to present everything within this limited space.
2. From a protocol stack to a recursive structure

There are two well known models for how computer networks are structured — the OSI model [7] and TCP/IP [9, 10]. Most undergraduate students of computer science will (hopefully!) come into contact with these. However, due to the dominance of TCP/IP in real-world deployments, there is usually not much time spent on explaining OSI and how it differs from TCP/IP.

How do OSI and TCP/IP differ? A common description might look as such:

“OSI is the **seven layer model** and TCP/IP is the **five layer model**, and we use TCP/IP because the Session and Presentation layers were deemed to serve no practical purpose.”

This kind of answer is wholly insufficient for the purposes of this paper, so let’s briefly go through some history. Aside from the details of the models themselves, there are additional questions that should be considered. **Why are the layers layered? What is the purpose of the layers?**

Andrew Tanenbaum’s textbook on computer networks [8] provides some clues to the differences between the models.

It claims that one of OSI’s biggest contributions is the strict distinction between **services, interfaces** and **protocols**. This roughly corresponds to a object-oriented understanding of layers, and allows to easily replace protocols used in the layers. TCP/IP, on the other hand, did not originally make this distinction explicit, which results in some of the problems outlined above.

The OSI model was created before the protocols (and is thus protocol-agnostic), TCP/IP after. In a very real sense, the TCP/IP model is just a description of the protocol stack. The protocols fit the layers perfectly; the issue is that **the model fits only those protocols**. With the addition of a new set of protocols into the (TCP/IP) stack, a new model is required to describe it.

To further complicate the problem, a lot of protocols in TCP/IP depend on certain protocols being in place in the stack under them. Modern solutions and research efforts often breach the layer boundary, justified by pragmatism, seeking more information about network state and fine-grained control. Viewing layers as objects, such dependencies on private behaviour instead of communicating through well-defined public interfaces goes against all good software engineering practices.

We have established that a layer is an object providing services to the layers above. **What functions are necessary for network communication? How did their division into layers come to be?**

A lot of inspiration was taken from operating systems and the body of research work done in this field.

Network communication is interprocess communication, and nothing but IPC.

The end goal of all network communication is for two application processes to communicate. There exists a common set of operations required for IPC to happen — locating the other process, allocating communication resources, etc. The crucial difference is whether these happen within one processing system or are distributed. For networking communication, there needs to exist a distributed facility providing these services to the participating processes. In an ideal scenario, the end process does not know whether it is communicating within one processing system or over a network, and does not care about this fact either.

Both OSI and TCP/IP attempt to distribute the required functions between layers and create a hierarchy.

As we can see, OSI did not get it right; the Session and Presentation layers are infamously never used in practice. However, on closer inspection, TCP/IP did not get it right either — the protocol creep in the stack is a de facto layer creep. (See figure 1.)
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**Figure 1.** The TCP/IP model with other commonly used protocols. These new protocols do not fit into any particular layer, they exist on layer boundaries, being de facto new layers themselves.

Furthermore, a lot of functions are repeated in the layers, or follow similar patterns. The data link layer is split into Media Access Control (MAC) layer and...
Logical Link Control (LLC) layer. MAC provides multiplexing and flow control for the physical medium. LLC provides multiplexing and flow control for the logical link. Are not multiplexing and flow control responsibilities of the transport layer? Does UDP provide flow control?

It appears that division into layers based on function was not the right model. All layers provide all functions, although a particular layer in a particular network might not require all of them. What makes one layer distinct from another is the scope of their shared state.

There exists only one layer, and it recurses.

### 3. Untangling the recursive architecture

We have arrived at some interesting insights in the previous section. The question now becomes: can a comprehensive architecture be created using this approach?

The Recursive InterNetwork Architecture (RINA), as well as the insights from previous section (and much more) were described in John Day’s Patterns In Network Architecture: A Return to Fundamentals. [1]

In many ways, it signifies a radical departure from networking as understood now. The documents describing a reference model number almost a hundred pages altogether. [11] It is impossible to fully cover it within the limited space provided. This chapter will merely try to familiarize the reader with the main concepts and overall structure.

As stated previously, there is only one layer, and it recurses. First, let’s introduce Distributed Application Facility. It consists of two or more Application Processes which exchange information and maintain shared state. [12]

A layer is a specialized version of the DAF, a Distributed IPC Facility. A DIF is a DAF where the APs do IPC. It provides IPC services to APs of other DIFs via an API. An AP that provides IPC is called an IPC Process.

The lowest DIF is the link. Two neighbouring IPCPs, A and B, which are directly connected, can maintain shared state and exchange information.

An (N+1) level common DIF named DIF1 can be created over this (A-B) link DIF. A neighbour C, who shares a common link with B, can join this DIF1, by utilizing the (B-C) link DIF IPC services of B, such as having B relay necessary messages to A over its (A-B) DIF.

This can scale indefinitely.\footnote{There are physical constraints, but the architecture itself doesn’t impose any.} If A is a member of another level DIF, C can join this DIF as well, since it can now utilize A’s services over the common DIF.

As each DIF has limited scope, so does its shared state. The practical implication of this is that addresses are unique and meaningful only within a DIF. There is no global address space in vein of IP, as it is not needed. The resembling network is a true inter

*Figure 2. View of the DIFs in the network. An overlay DIF exists over the link connections, allowing all three nodes to communicate with each other.*

*Figure 3. Two non-link DIFs. A and D use the link DIF to join DIF2, while C joins by using its connection with A over DIF1, as it is not a direct neighbour with any member.*

Routing is done within a layer (and for each layer), and based on the next hop a suitable (N-1) DIF is picked. Thus, an IPCP can change the (N-1) Point of Attach...
4. Modern policy-based networking on your Linux

rlite is one of several existing RINA implementations. It is an open-source project started by Vincenzo Maffione, licensed under LGPLv2, with the goal of creating a simple, performant and production-ready implementation. It targets GNU/Linux systems as the platform, as some parts exist as kernel modules.

In its current state, rlite supports all the functionality required for basic network communication, such as:

- Arbitrary stacking of DIFs
- Dynamic DIF enrollment
- Flow and retransmission control
- Inspection tools to query status information
- Implementation of the CDAP protocol for application communication
- Ability to run over legacy media like Ethernet, WiFi or UDP

Aside from the networking stack itself, rlite also includes a POSIX-like API similar to the socket API to facilitate the transition for programmers and help ease the process of porting existing code.

Some applications have been ported to use the rlite API, such as the Dropbear ssh server and Nginx web server, and are available in the project’s GitHub. Additionally, tools to interoperate with IP networks have been created, such as a gateway between rlite and IP networks, as well as a tool to tunnel IP traffic through rlite.

A performance evaluation can be found in the project’s README. On two consumer hardware Linux computers connected by a 40Gbps link, it has been able to reach speeds of up to 10Gbps for reliable traffic.

As it was described in the previous chapter, policies are very important for RINA and a cornerstone for a lot of its functionality. Most of my contributions have been focused on bringing policy functionality to rlite. Additionally, I have implemented support for a WiFi shim, allowing rlite to support DIFs that use wireless links.

According to GitHub, this resulted in almost 9000 lines of code changed, with about 2000 being added. Before my improvements, it was not possible to change the behaviour of the various components, nor extend the functionality with optional policies in a unified way.

This required abstracting out the components and implementing their default behaviour as a policy. As rlite is implemented in C++, all policy classes need to

---

Which are the same thing.
inherit from the base class and implement the necessary virtual methods. A framework exists for registering available policies, and the control tool for managing the stack was extended to allow changing the (DIF) policy at runtime. Policies can also have configurable parameters that are specific to a particular instance of that policy. These can also be adjusted at runtime using the aforementioned tool. Safety checks are in place to ensure that the choice of policies and parameters makes sense within the environment of the DIF.

Policies can have dependencies between themselves. Therefore, a system was introduced to allow declaring these in a trivial manner. An optional list of dependencies can be supplied when registering the policy. Additionally, a group registration call exists, which automatically creates cyclical dependencies among all members of the group. There is a dependency resolver in place, which builds and traverses the dependency tree of the requested policy. It checks whether all declared dependencies are known, and whether there are no conflicts (that is, multiple policies belonging to the same component). In case no errors occur, all the policies are switched at once, in reverse order (the requested policy is activated last).

Switching policies therefore behaves in a transaction-like manner, ensuring that the DIF does not go into an incoherent state if an error was encountered after switching e.g. half of the policies. This is especially useful for security, as some (block) ciphers might require the packet fragmentation to be done at certain boundaries, etc., but the use is not limited to just that. Bundling policies as dependent and interconnected sets allows greater freedom for implementation, as it is now possible for the policy to assume some behaviour of another component, while having these relationships be strictly enforced at the system level.

Research efforts greatly benefit from policy support, as it allows rapid and easy experimentation with the network. New ideas, e.g. multipath routing algorithms, can be easily implemented and later switched between on the fly, allowing to observe and measure the behaviour under the same circumstances. There is no need to reboot the machines or recompile rlite and distribute the updates to all network nodes when switching policies.

Most security features are a matter of policy, such as authentication when joining a DIF or traffic encryption. [13, 14] As security is paramount for real-world deployments, providing an easy to use framework for these is crucial for encouraging third parties to consider RINA as a viable option for their infrastructure.

Let us illustrate with a concrete example, by showing how to create a new routing policy. The basis for the routing component is the Routing class, describing the methods that are necessary to be implemented. We will therefore inherit from this class for our custom routing policy. (See figure 5).

```cpp
class MyPolicyClass : public Routing {
    MyPolicyClass(UipcpRib *rib) : Routing(rib), // MyPolicyClass();

    public:
        void dump_routing(std::stringstream &ss);
        void update_local(const std::string &neigh_name);
        void update_kernel(bool force = true);
        int flow_state_update(struct rl_kmsg_flow_state *upd);
        void neighbor_updated(const std::string &neigh_name);
        void neigh_disconnected(const std::string &neigh_name);
        int route_mod(const struct rl_cmsg_ipcp_route_mod *req);
};
```

Figure 5. The class declaration of our custom routing policy, listing the methods that need to be implemented.

Once implemented, we need to register the policy, using the UipcpRib::policy_register method. (See figure 6).

```cpp
UipcpRib::policy_register(Routing::Prefix,
        "my-policy-name",
        [](UipcpRib *rib) {
            return utils::make_unique<MyPolicyClass>(rib);
        },
        (Routing::TableName));
```

Figure 6. Registering the custom policy.

Afterwards, we can switch the routing policy by running

```
rlite-ctl dif-policy-mod <DIF-NAME> routing my-policy-name
```

in the shell.

5. Conclusions

In this paper, we have explored some of the flaws of traditional TCP/IP based networking, outlined how the Recursive InterNetwork Architecture works, and shown how rlite implements policies and why they are...
beneficial for both research and production environments.

As it stands right now, there exist structural deficiencies that cannot be solved properly merely by introducing new protocols or abstractions into the protocol stack. Although layers were the proper model, the meaning of layers and their purpose was misunderstood. Layers are distinguished by the scope of their shared state, not their functionality. Research into alternative architectures is therefore worthwhile and necessary.

Dynamic policy switching is supported by rlite and a number of policies are included by default. While none of them have any dependencies, it is possible to declare such relations. The framework provides a transaction-like behaviour to ensure that the system never goes into an incoherent state. All of this is covered by unit tests which are part of continuous integration.

rlite is being continually improved. For my master’s thesis, I aim to leverage the policy support to explore flow allocation approaches that take bandwidth requirements into consideration. Application requesting a flow includes information about minimal required bandwidth, and the request is rejected if a path cannot be found in the network (DIF) graph that would satisfy these demands. If such a path is found, bandwidth is reserved along the path so that the application is guaranteed to have this bandwidth available at all times, thus avoiding congestion.

The OCARINA research group at University of Oslo has shown interest in using rlite and its policy support in their research efforts into routing and congestion control. Some currently present features, such as the configen tool, have been contributed to help fit rlite into their environment during my study exchange there.
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