Abstract
The main goal of this work is to design and implement the framework that yields robust neural network model against whatever adversarial attack, while result models accuracy is not significantly lower comparing to naturally trained model. Our approach is to minimize maximization the loss function of the target model. Related work and our experiments lead us to the usage of Projected gradient descent method as a reference attack, therefore, we train against data generated by PGD. As a result, using the framework we can reach accuracy more than 90% against sophisticated adversarial attacks on MNIST dataset. The greatest contribution of this work is an implementation of adversarial attacks and defences against them because there misses any public implementation.
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1. Introduction
Professionals are worried for a long time about using neural networks in safety-critical applications. Safety-critical systems are employed in many areas including transport industries, medicine and defence [1], for instance, autonomous cars or operating robots. The reason of concern is the fact that neural networks contain an enormous number of trainable parameters and that’s why they are too complex for human comprehension, in other words, they are so-called black-boxes for humans. Because of that, it is infeasible to explain or fix a misclassification, or another kind of error caused by seemingly faultless model. A significant danger comes with simple methods for creating adversarial examples. An adversarial example is an almost indistinguishable input from the original sample, however, it is misclassified [2]. This way can enemy affect the result of model prediction (breaking face detection, fooling autonomous car, etc...) and manipulate the target application. In some extreme cases, this kind of attack can result in fatal consequences like serious endangerment humans health, life or property. It will never be possible to resist all kinds of attacks used by enemies. They keep improving their criminal strategies and will probably never stop. However, we have no other choice, but to continue on this research, which leads to improving safety and robustness of all machine learning models.

The main contribution of this work is the framework that enables to perform adversarial training for any neural network architecture with any dataset and that is important for experimenting with adversarial attacks and defences to make progress in this field of research. There’s a strong need for such a tool because there’s no available public implementation of defence methods for general usage. We must mention frame-
work Cleverhans with implemented attacks, however, this work currently misses defence methods. Madry et al. provided an implementation of adversarial training for some concrete model both for CIFAR10 and MNIST datasets [3] but this is also not sufficient for ML community and it’s the reason why we are presenting the general implementation of adversarial training for any model in Python language using high-level library Keras.

Notice, that the defence against adversarial attacks (or adversaries) differs according to a type of attack. Related work and our experiments gave us hypothesis, that we can train a model that is robust to all attacks (wrt. the distance between adversarial example and natural sample), which are using only first-order information [3]. In other words, we are now able to create model resistant to the whole class of attacks. We have experimentally proven the hypothesis for few white-box attacks implemented by Ian Goodfellow et al. and our implementation of Generative adversarial network designed for generating adversarial samples called AdvGAN [4]. All these attacks were not able to decrease the network’s accuracy under 90%. There are no other methods of attack that first-order used in this work.

2. Background

This section contains definitions and explanations of important terms used in this paper.

2.1 Adversarial example

Informally, it is a sample, which is almost indistinguishable from the original sample for human, while the model misclassified it. A valid explanation is also that it is a little perturbed original data, that are misclassified by the target model. We need also a formal and unified definition of adversarial example. We need a formal definition of adversarial example.

Definition 1 Adversarial example is such n-dimensional vector $x^{adv}$ that there exists such n-dimensional vector $x$ in set of original data $X$ that $D(x^{adv}, x) < \varepsilon$, while $t(x^{adv}) \neq C$, where $D$ is some metric, $\varepsilon$ is a small constant, $t$ is target model and $C$ is correct class of $x$.

Typical metrics used in previous work are $L^\infty$ and $L^2$ distances since they properly simulate similarity for humans [3].

$L^\infty$ metric, sometimes called Chebyshev distance between two vectors is defined as the greatest value of their differences along any coordinate dimension.

$$d_{\text{chebyshev}}(x, y) = \max_i(\abs{x_i - y_i})$$

(1)

$L^2$ metrics is also called Euclidean distance.

$$d_{\text{euclidean}}(x, y) = \sqrt{\sum_{i=1}^{n} (x_i - y_i)^2}$$

(2)

where $n$ is the dimension of the vector.

2.2 Robustness

The general definition of robustness is the ability of a system to handle perturbations or errors that might affect it without changing the initial configuration.

There’s a need to adapt this definition for the problem of robust optimization. Theoretically, it would be really simple to define robustness using the definition of adversarial examples this way: The model is robust if it is not possible to generate any adversarial example. This definition would be useless in most practical cases because only models with 100% accuracy are robust according to the mentioned definition. Our definition must cover this case, but also must to be much weaker to make it feasible to realize it.

Definition 2 An optimal model is robust if it stays optimal under any allowed perturbation of input data.

Definition 2 is valid but we need a more specific one for the final evaluation of robustness.

Definition 3 Let $a_{\text{nat}}$ be an accuracy of optimal target model $t$ evaluated on natural data and $a_{\text{adv}}$ is an accuracy of $t$ evaluated on adversarial examples $X^{adv}$ generated by any method, while for each sample $X^{adv}_i$ of $X^{adv}$ exists $X^{nat}_i$ such that $d(X^{adv}_i, X^{nat}_i) < \varepsilon$, where $d$ is some metric and $\varepsilon$ is small constant distance. Then $t$ is robust if $a_{\text{nat}} - a_{\text{adv}} < c$, where $c$ is constant value.

2.3 Transferability phenomenon

Many black-box methods are based on so-called transferability phenomenon. According to [5] are adversarial examples transferable between neural network architectures i.e. black-box attacks often rely on that
generating malignant samples against the target model will be also harmful to another one.

According to Madry et al. [3] it is also useful for the attacker to choose suitable model because training only against strongest models doesn’t guarantee that the adversarial samples will be most transferable as they could.

2.4 Adversarial attack

Generally, we understand finding adversarial examples as a constrained optimization problem. For this paper, we are defining adversarial attacks as functions with a variable amount of parameters and the function returns adversarial examples (see the subsection 2.1). The number of attack parameters differs according to the type of attack and used method. It is common for attacks to take as an argument real data with their labels - this is an essential variable for any kind of attack. Sometimes the original data is used for training adversarial models (e.g. Adversarial generative networks) or in other cases the output data are deriving directly from the original data (e.g. Fast gradient sign method). Another possible parameter is the target model. This is often (but not necessary) used, because we could design our target model and expect that the real target model will behave similar way (see 2.3). We distinguish two types of adversarial methods, according to information about the model that is passed as an argument. If adversarial functions don’t access to target models parameters, the method is called black-box. The second type is called white-box attacks. We consider attack as a white-box when the enemy has access to all model parameters and the whole model structure.

3. Related work

Szegedy at al. in 2014 [6] demonstrated few properties of neural networks, including but not limited to fact that one adversarial sample is often misclassified by few models, neural networks are vulnerable to adversarial examples and interesting phenomenon that some adversarial examples (for some dataset) are indistinguishable for human. Our understanding danger of adversarial examples in neural networks is based on these observations.

After that Ian Goodfellow et al. explained adversarial examples in [2]. They showed strategies that could generate adversarial samples to fool even the most precise neural networks with really little computation sources. Mentioned work proposed method like FGSM and Basic Iterative Method, that we adapted for our experiments and our extended implementation of these methods is an important part of the framework presented in this work.

Framework for safety verification of neural networks was proposed by Huang et al. [7]. The framework guarantees to find all existing adversarial examples by exhaustive search around the region of original sample implemented by technologies like Z3.

Research by Kurakin et al. [8] brought us a few ideas about adversarial training including a summary of attacks. They demonstrated the transferability phenomenon, label leaking and difference between adversarial training using one-step attacks and iterative methods (with many steps). This will be explained later in this paper.

We adapted approach to adversarial training introduced by a group of scientist from MIT in their paper [3]. In this work, they proposed hypothesis, that if the neural network is robust against PGD (Projected gradient descent) attack, it is also robust against every other first-order attack. This statement is experimentally proven in the mentioned paper and also in my work against several adversarial attacks. The mentioned paper also studies the relationship between network architecture and capacity with robustness. They show, that the larger networks handle adversarial examples better than smaller networks with similar accuracy on natural data. The result of their work is a model that achieves more than 89% accuracy against state-of-the-art attacks (on MNIST data).

The method that attacked most successfully robust model trained using defence by Madry is extended implementation of Generative adversarial networks (GAN) [4]. GAN was proposed by Ian Goodfellow et al. [9]. Authors created a framework called AdvGAN for perturbing original data to adversarial examples.

4. Adversarial methods

The term Adversarial attack was explained in subsection 2.4 and we are using terms adversarial method and adversarial attack with the same meaning. In this section, I will describe the methods used for creating adversarial examples and evaluating the robustness of the target model. All methods use only first-order information.

4.1 Fast gradient sign method

The method was firstly proposed by Ian Goodfellow et al. in 2015. It is based on computing an adversarial image by adding a perturbation with magnitude one pixel in the direction of the gradient, thus this method is certainly white-box attack. The formula for computing
result sample is

\[ X^{adv} = X + \varepsilon \cdot \text{sign}(\nabla_s L(X, Y)) \tag{3} \]

where \( X^{adv} \) is adversarial sample, \( X \) is original sample, \( \varepsilon \) is size of perturbation, \( L \) is loss function, \( Y \) is label of original data and \( \text{sign}(x) \) is function that returns \(-1\) if \( x < 0 \); \( 0 \) if \( x = 0 \) and \( 1 \) if \( x > 0 \).

The method is very efficient in terms of computation because it is computed just with one single step. \[8\]

### 4.2 Basic iterative method

The basic iterative method is a straightforward extension of FGSM 4.1, that is applied in iterations with small step size and we need to clip pixel values after each step - this ensures that they are in \( \varepsilon \)-ball of original data sample \[10\]. As \( X^{adv} \) we denote adversarial example computing with \( n \) iterations. To compute \( X^{adv}_n \) we first need to set \( X^{adv}_0 \) as follows:

\[ X^{adv}_0 = X \tag{4} \]

and to compute \( X^{adv}_n \) we use this formula:

\[ X^{adv}_n = \text{clip}_x(\varepsilon \{X^{adv}_{n-1} + \alpha \cdot \text{sign}(\nabla_s L(X^{adv}_{n-1}, Y)\}) \tag{5} \]

where \( \text{sign}(x) \) is function with same meaning as in Equation 4.1 and \( \text{clip}_x(\varepsilon x^{pert}) \) is a function that returns \( x^{pert} \) if \( D(X, x^{pert}) < \varepsilon \), otherwise it returns nearest point to \( x^{pert} \) that is within \( \varepsilon \)-ball around \( X \).

This method also requires access to model parameters, so we consider it as a white-box attack.

### 4.3 Projected gradient descent

Projected gradient descent (PGD) is the most successful white-box method mentioned in this work. Cause this is a key method for the model robustness, it will be described more detailed and with special attention. Similarly, as methods mentioned above, we are using PGD to find such adversarial inputs, that maximize the loss of the model while the distance between generated data and original data according to certain metric does not exceed \( \varepsilon \). Correctly chosen \( \varepsilon \) (with the correctly chosen norm) can guarantee, that generated examples will be similar, or even indistinguishable, or at least imperceptibly different to original samples.

The algorithm is an extension of both FGSM and Basic iterative method. We first set \( X^{adv}_0 \) to random point within the \( L^p \) ball (in our case \( p = \infty \)) with radius of \( \varepsilon \) same way as in equation 4. Then we make a gradient step with size \( \alpha \) in the direction of greatest loss and project back to \( L^p \) ball \(^2\) (clip) as in equation 5. Then we apply equation 3 until convergence, i.e. until the value of loss function slows down increasing from step to step \[11\] as you can see in the figure 2.

### 4.4 Generative adversarial networks

Method firstly proposed by Ian Goodfellow et al. in 2014 \[9\]. The main principle of Generative adversarial networks (GAN) is that two networks are fighting against each other. These networks are usually called discriminator \( D \) and generator \( G \), \( G \) generates samples and \( D \) evaluates probability that sample comes from original data or is generated by \( G \). Goal of \( G \) is to maximize error rate of \( D \), which is, certainly, trying to have the best accuracy in classifying samples. This leads to saddle point problem and to treat it through the lens of Game theory the GAN’s trying to find Nash equilibrium. Networks \( D \) and \( G \) are playing 2-player minimax game with value function \( V(G, D) \):

\[
\min \max V(G, D) = \\
E_{X \sim p_{data}(X)}[\log(D(X))] + E_{Z \sim p_{Z}(Z)}[\log(1 - D(G(Z)))]
\]

\[6\]

#### 4.4.1 GAN for generating adversarial examples

In 2019 was proposed framework AdvGAN in \[4\] and took the first place in MNIST Challenge \(^3\) in the black-box category. This is the only one black-box attack described and used in this paper. The purpose of this framework is to train generator to be able to generate perturbations from the original data - after the model is trained, there is no need to access any target model. This is also a reason why is AdvGAN much

\(^2\)projecting back to \( L^p \) ball means to move to the closet point inside the \( L^p \) ball

\(^3\)In the time of writing this work it is still the best submission
more effective than other adversarial attacks. When the generator is trained, we can generate perturbation for a sample using a feed-forward network, while other methods must apply gradient descent for every single sample. Implementation of AdvGAN is an important part of our framework that enables us to experiment also with this black-box attack.

4.4.2 Architecture
Unlike many other GAN-based architectures, our generator does not take as an input random noise, but the original instance. Output of $G$ is a noise that is added to original sample (see Figure 3). The perturbed sample $x + G(x)$ goes into $D$ along with original sample and $D$ distinguishes if $x + G(x)$ and $x$ are similar. At the same time $x + G(x)$ takes target model $f$ as an input and returns the loss function $L_{adv}$, which represents the distance between the predicted sample and target class. The output of $D$ is the adversarial loss [9]:

$$L_{GAN} = \mathbb{E}_{X \sim p_{data}} \log D(x) + \mathbb{E}_{X \sim p_{data}} \log (1 - D(x + G(x)))$$

The loss of target model is:

$$L_{adv} = \mathbb{E}_{X \sim p_{data}} l_f(x + G(x), t)$$

where $t$ is target class, $f$ is target model and $l_f$ is loss function of target model. This loss is used for a targeted attack, an untargeted attack could be performed by maximizing the distance between prediction and the sample’s label. We also need to constrain the noise generated by $G$ to prevent exceeding previously defined $c$ (see Definition 1). For this purpose we use hinge loss, what is usual practise in previous work [13] (unlike referenced work we use $L^\infty$ norm instead of $L^2$). Hinge loss is formally expressed as follows:

$$L_{hinge} = \mathbb{E}_{X \sim p_{data}} \max(L^\infty(G(X)) - c, 0)$$

Finally, the generator is trained on the objective function

$$L = L_{adv} + \alpha \ast L_{GAN} + \beta \ast L_{hinge}$$

where $\alpha$ and $\beta$ are experimentally chosen constants and represent the relative importance of loss functions.

Figure 3. Architecture of AdvGAN. Figure is adopted from [4]

5. Defence

Our framework is designed to experiment with attacks and defences and it provides a full implementation of the method proposed by Madry et al. [3]. First of all, we need to present and explain a few observations that reasoned the correctness of methods in our framework.

5.1 Observations
Selection of parameters for our method is partially based on these observations and they are also important for building a robust model. We are providing adversarial training for any model, however, for best results user should beware these discoveries.

5.1.1 Capacity of network
Madry et al. in their work [3] show that just increasing the network’s capacity helps increasing robustness against adversarial examples, while the network is trained only on natural samples. We can achieve only small improvement by using better architecture on natural data, but increasing capacity could improve the accuracy of a network on adversarial examples by more than 10%.

5.1.2 Label leaking
Observation by Kurakin et al. [8] that training on adversarial examples generated by single-step methods (especially FGSM) does not yield model robust against other attack strategies, because models trained on such samples use overfitting. We believe this is because transformations by single-step methods are simple and model can easily recognize them. The experiment supporting this statement is described in subsection 6.3.1.

5.2 Saddle point problem
Defence strategy implemented in this work is based on optimization problem called saddle point or minimax problem. A saddle point is a point on the graph of a function where the derivatives in orthogonal directions are all zero, however it is not a local extreme. We are finding such point to minimize maximization an error of our model using adversarial methods Formal expression of the task for our framework follows:
5.3 Optimization against PGD samples
The method is introduced by Madry et al. [3], they also stated that the training model against PGD attacks will satisfy robustness against all methods using only first-order information.

5.3.1 Robustness wrt. first-order attacks
Every usage of first-order methods in this work will refer to first-order methods in Optimization theory. Generally, n-order methods is an algorithm that requires at least one n-th derivation/gradient. In this work are discussed only first-order methods.

It doesn’t matter what is the starting point of PGD algorithm (we can select it randomly or set a starting point as an original sample) - the local maximum losses are almost the same in all cases. This suggests a view on the problem in which robustness against the PGD-generated samples yields robustness against all first-order samples. There is still a possibility of existence some local maximum with much higher value, but according to experiments [3] it is hard to find.

This assumption implies that we can build model robust against all first-order methods and the vast majority of optimization tasks in ML are solved using first-order, therefore the framework can yield model that is safe against state-of-the-art attacks.

6. Experiments
This section contains reasoning for using hyperparameters and experiments demonstrating the results of this work. Every experiment uses $\varepsilon = 0.3$ and we use only one network architecture\(^4\) in another case it will be explicitly stated.

\(^4\)Network architecture is defined here [github.com/sio13/turtleNet/blob/master/target_model.py]

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Natural</th>
<th>PGD</th>
<th>FGSM</th>
<th>BIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNIST</td>
<td>99.1%</td>
<td>6.9%</td>
<td>12.8%</td>
<td>7.4%</td>
</tr>
<tr>
<td>CIFAR10</td>
<td>70.6%</td>
<td>5.5%</td>
<td>8.1%</td>
<td>12.1%</td>
</tr>
<tr>
<td>CIFAR100</td>
<td>29.8%</td>
<td>1.2%</td>
<td>1.3%</td>
<td>2.2%</td>
</tr>
</tbody>
</table>

Table 1. Comparing three attacks on three models

6.1 Choosing the norm and value of $\varepsilon$
For the problem of adversarial examples are commonly used two norms - $L_2$ and $L^\infty$. According to [12] is experimentally shown that using $L^\infty$ it is possible to generate effective adversarial examples using 10 times smaller $\varepsilon$ (see Figure 4). In the Figure 4 we can also see that it is useless to use greater $\varepsilon$ than 0.3 (measured with the $L^\infty$ norm) for generating adversarial examples, and this also the reason why we are using this value of $\varepsilon$ in this work.

6.2 Attacking network
In this experiment, we demonstrate the vulnerability of neural networks by using three attack strategies. Target models trained on MNIST, CIFAR10 and CIFAR100 datasets achieve accuracy outstanding accuracy. By applying FGSM attack we can generate 10000 malign samples on which models achieve significantly lower accuracy and the generation process is really fast (for imagination it won’t last more than 10 seconds on any laptop). On the other hand, the most successful attack was PGD, as we expected. Target models achieve an accuracy as little below 10% for all datasets. Generation process lasted about 10-times more than with FGSM. See the experiment results in Table 1.

Another experiment with adversarial attacks was more focused on MNIST trained model. For more detailed statistics see Figure 6. Notice, that the fastest attack is with method AdvGAN because the adversarial generator is already trained.

6.3 Comparison of target adversaries
This subsection contains experiments related to training against adversarial examples generated by some methods and comparison of its results.

6.3.1 Single-step method
The first approach to train model against adversarial examples was trying to train it using FGSM examples. This method seems to work well against FGSM examples and is also effective. Since it is a one-step method and it is much faster than iterative methods. Training with these samples and a suitable number of iterations yields model that achieves against FGSM accuracy more than 80%, but against other methods, it fails (see Figure 5). This behaviour is probably caused...
This work also provided evidence about the vulnerability of neural networks to synthetically generated malignant samples. We also showed and implemented the solution for this issue as a part of turtleNet and experimentally proved that it relatively satisfies current requirements. Our implementation should be used for further experiments and for performing adversarial training on many other models. The main advantage of the framework is a possibility to make robust a model implemented using Keras or any other library. The only requirement is to convert a model into h5 format. We also provide an easy way to verify models robustness using several adversarial attacks.

Even we showed that we can face first-order adversaries, which are most common and easy to realize, there are still ways how to attack resistant model with high damage. It is almost clear that enemies will always improve their strategies and the only way how to keep this field safe is to constantly research new and better defence methods.

This research does not aim to change the world. It’s main and greatest goal is to prevent changing world of machine learning and AI the way we don’t want to.

7.0.1 Weaknesses
Our research assumes some constant value of ε, however, there exist samples with high distance from original data, but looks similar, therefore there is still a possibility to easily generate adversarial examples with higher ε, which look pretty similar to natural data and fool the mode this way.

7.0.2 Future work
The following research should investigate higher-order attacks and explore possibilities to fool our robust model. An idea behind turtleNet is to create software that unifies a large amount of attack and defence strategies for neural networks. This goal is not satisfied at all and it requires a lot of work in the future.
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7. Conclusions
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