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Abstract

In addition to being an entertainment, voice deepfakes represent a significant threat to both voice biometrics

systems and the average person. Numerous deep learning models for creating voice deepfakes are in the

public domain and anyone can use them for fraudulent purposes. However, the fraudster faces a problem

in the form of the time needed to generate a deepfake. Long delays when trying to fraud someone during

a telephone conversation with a person can raise suspicions. We took several existing open-source tools for

creating deepfakes and tested them on computers of different performance. The result revealed a model

capable of synthesizing speech within a second. The ability to generate the voice of a specific person

almost instantly can lead to increasing in the number of fraudsters using this technology.
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1. Introduction

Since the number of scammers is growing, and their

actions aimed at obtaining certain benefits by ille-

gal means are becoming more sophisticated, voice

deepfakes are an attractive tool that can be used to

deceive or gain access to people’s personal data.

Numerous deep learning models for creating voice

deepfakes are in the public domain and anyone can

use them for fraudulent purposes. However, to con-

duct various kinds of deception using deepfakes, such

as convincing a person to make a money transfer

on behalf of his acquaintance or relative through a

telephone conversation will require several properties

from the tools that generate deepfakes:

• Voice must be generated in real or near-real
time

• A deepfake must be of sufficient quality and
sound relatively natural.

Both of these points are necessary to avoid arousing

suspicion in the other person. It was decided to put

ourselves in the fraudster’s shoes and focus on finding

a way to create real-time voice deepfakes and what

the speech synthesis time might depend on.

We chose to analyze the dependence of the deepfake

creation time of different tools on the computing

power of the device where they were launched. And

also if only by increasing the performance of these

devices it is possible to achieve real-time speech syn-

thesis.

Existing commercial solutions are not suitable for our

purposes, as all computation takes place remotely

and the voices that can be used to generate speech

are often predetermined without the ability to add

one’s own.

Two popular open-source speech synthesis tools were

chosen for our goals:

• Real-Time-Voice-Cloning(RTVC)[1]
• Coqui TTS[2]

The experiment was conducted using five text-to-

speech(TTS) and one voice conversion(VC) models.

A set of four computers of different performance was

prepared to measure the deepfake generation time for

each model. For the TTS models, the testing was

separated with respect to the length of the target

text to determine if this could also affect the model

output time.

The results have showed that it is possible to achieve

near-real-time deepfake generation, which could po-

tentially pose a serious threat in the form of unautho-

rized access to people’s personal data or fraudulent

phone calls.

2. Tested models

The popular RTVC tool provides only one model with

multiple speakers, the Coqui TTS tool contains a
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wide set of pre-trained text-to-speech models and

one voice conversion model. Selected models:

• RTVC model(Tacotron 2, Wavenet)[3][4]
• VITS (trained with VCTK dataset)[5]
• VITS (trained with LJ Speech dataset)[5]
• Glow-TTS[6]
• YourTTS[7]
• FreeVC[8]

All tests and time measurements were performed with

the same input data on each device several times and

the result of each test is the average time required

to generate a deepfake by a given model on a given

device.

3. Experiment results and optimization

Based on the results of the experiment, which can be

seen in Figure 1, Glow-TTS was identified as a model

capable of generating speech within approximately one

second. However, the Coqui TTS console tool, which

contains this model and an API to access it, has one

drawback in terms of real-time deepfake generation:

for each new speech synthesis, it is necessary to

restart the application, enter the startup parameters

and the target text, and wait for the model to load.

This is quite a big waste of time.

It was decided to write our own program, which is

an interface to the Coqui TTS program that allows

continuous text input to generate deepfakes by a

selected model from those available in Coqui TTS

without having to run the tool again for each voice

synthesis. The abstract principle of the program is

shown in Figure 2.

4. Deepfake quality testing

We have evaluated the quality of the generated speech

by the Glow-TTS model in two ways: first, to define

how well deepfakes detection methods can determine

if the speech is artificial. Second, to involve human

evaluation - real people - to determine if they can

detect any signs that the speech is not genuine. For

the quality evaluation with the detection methods

were chosen four pretrained models:

• Resemblyzer[9]
• RDINO[10]
• CAM++[11]
• Eres2Net[12]

Experiments with deepfake detection models were

conducted in two types: text-dependent and text-

independent tests. In the text-dependent tests, the

original speech and deepfake were created with the

same target text. In the text-independent tests, the

target text in the generated deepfake was different

from the text in the original speech. Similarity co-

efficients were calculated for each pair of ”original

- deepfake” in each experiment type. The similar-

ity coefficient for each experiment type was taken

separately for each model.

Average result for the text-dependent test through

the all models is about 80-82% similarity. Text-

independent tests resulted in 79% of similarity. An

output of the Resemblyzer model is shown in Figure

3.

The second part of the experiment was an online

survey used to assess people’s ability to distinguish

deepfakes created by Glow-TTS from real speech.

Survey had two parts. In the first part, participants

listened to ten mixed audio files, half of which con-

tained real speech and the other half generated speech.

Their task was to identify which recordings were real

and which were synthetic. In the second part par-

ticipants were given a 30-second recording of a real

voice. Then, following the same format as in the

first part, they listened to ten new audio files. Again,

their task was to discriminate between the real and

synthesized speech. There were 13 participants in

the survey. As a result, in an overwhelming number

of questions, participants were almost 100% likely to

identify which recordings were real and which were

synthetic.

5. Conclusions

The program created with the Coqui TTS tool under

the hood is able to generate voice deepfakes in a

time close to real time. The model used can fool

recognition models, but it can’t fool a real person.

Further breakthroughs in voice deepfakes could pose

a significant threat to the security of personal data or

funds that could potentially be accessed using such

software tools.
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