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Extraction of key information from emergency calls
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Abstract

Emergency line agents are often unable to process all information given in the first seconds of a call by

a distressed caller. The aim of this work is to automatically extract important data to speed up the

reaction of emergency rescue teams. This problem is formulated as a detection and correct classification of

predefined key information in the call using various deep neural network models. The best model achieved

a 0.909 F1 score for the person and a 0.758 F1 score for location extraction. Such models can be easily

adapted to detect other key information based on emergency services needs. Additionally, multiple datasets

were created from real emergency call data to improve the model and will be used to incorporate better

neural network-based models as a helping hand for emergency line agents.
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1. Introduction

People calling the emergency line are often stressed

and want to get help as soon as possible. To achieve

this, the natural response when the emergency line

agent picks up the call is to dump all the available

information on the agent in a matter of seconds. How-

ever, this has the opposite effect, as human operators

cannot process everything in such a short time. This

leads to the agent asking questions even though the

information may have already been given by the caller.

The goal of this work is to automatically detect key

information (known as Named Entity Recognition),

such as the names of the callers or their location, in

order to help the agent and speed up the emergency

services response.

This work explores various neural network-based ap-

proaches, such as encoder-based, sequence-to-sequence,

and Large Language models, and evaluates them on

publicly available Czech coNLL-based CNEC2.0 [1]

dataset, achieving the SOTA results. In addition,

the encoder-based model achieved reasonably good

results on the emergency data. Furthermore, sev-

eral new emergency call datasets were created in the

process.

2. Preliminaries

Named entity recognition (NER) is a Natural Lan-

guage Processing (NLP) task where the system (in

this work, it is a neural network model) detects and

correctly classifies entities of interest into predefined

categories. Examples of such categories are person,

location, organization and other depending on the

specified goal. This task operates at a word level,

classifying each word as an entity of a specific type

or with a general label that represents a word that

is not part of any entity, usually with “O” tag. It

is important to distinguish between the start of a

new entity and an entity composed of multiple words.

There are several formats for representing entities.

The format used in this work is BIO2, which means

that the tag of a first word of every entity has B-

prefix while the tags of the remaining words have I-

prefix.

2.1 Evaluation

In a NER task, entities usually represent only a mi-

nority of the data, and most of the words in train and

test utterances are not considered entities. In such

cases, the models are evaluated using F1, precision,

and recall scores presented in the following equations

1,2, and 3 respectively.

F1 =
PR

P +R
(1)

P =
|true positives|

|true positives|+ |f alse positives| (2)

http://excel.fit.vutbr.cz
mailto:xsarva00@vut.cz


R =
|true positives|

|true positives|+ |f alse negatives| (3)

3. Experimental pipeline

The experimental pipeline presented in Figure 2 is

made up of several parts that are subject to this

work. Two main subparts are the creation of a new

emergency line dataset and the NER model itself

(presented in blue).

3.1 Models

Given the data sensitivity of emergency line calls and

the fact that there was no dataset in the beginning,

the models were first trained and evaluated on the

coNLL-based CNEC2.0 [1] dataset. Three different

approaches were tested, each with a different archi-

tecture. First, a token classification approach was

used in which the model is a pre-trained encoder

transformer (XLM-R [2]) with a linear classification

layer on top. This is a very common approach for

NER, classifying every word, which minimizes the

post-processing of the model output. The second

approach is a sequence-to-sequence model mT5 [3],

where the model generates entity tags directly into

the input text, as shown in the second example in the

Anonymized examples of real data section.

Based on the rising popularity and performance of

Large Language Models (LLMs) in recent years, this

approach was also explored for the extraction of en-

tities directly into the json format. However, at the

time of making this poster, only inference with an

instruction fine-tuned Mistral-7B [4] LLM was tested,

resulting in a poor performance compared to other

approaches.

3.2 Dataset

In the beginning, the only available data were .mp3

recordings of emergency calls with structured meta-

data stored in CSV files. The NER models operate

on text data, therefore, the first step was to obtain

transcriptions. This was done using the ASR model

provided by Phonexia. A large amount of data were

available from 2020 and 2022 (shown in Figure 1 ),

but only a small subset was selected for further pro-

cessing. The next step was to create NER labels to

evaluate and fine-tune the models. One set of labels

was created with the NER model pre-trained on the

coNLL-based CNEC2.0 [1] dataset. Another set of

labels was created by matching the entities from the

metadata to the transcriptions. Both sets of labels

were combined preferring the labels from metadata,

in cases where the labels from metadata and model

did not match.

Finally, the labels for this dataset were manually cor-

rected and divided into train and test sets. Addition-

ally, based on the first baseline results on this dataset,

the train set was expanded with the augmented utter-

ances. The augmentation consists mainly of adding

utterances containing exclamations and special words

such as “nashledanou” (meaning goodbye) that occur

very frequently in real data and are miss-classified by

the model in most cases.

4. Results

On the coNLL-based CNEC2.0 [1] dataset the token

classification approach achieved the highest F1, pre-

cision, and recall scores, so it was selected for testing

on emergency call datasets. Table 1 shows results

on emergency call datasets obtained with XLM-R

model [2] with multiple variations of training data.

The tc model was trained on original truecase version

of coNLL-based CNEC2.0 [1] dataset. The tc, lc was

additionally trained on the combination of lowercase

and truecase versions of the dataset. Truecase ver-

sion has achieved overall better precision scores but

much lower recalls than the mixed-case version. This

may seem like the truecase model was performing

better, but the low precision of the mixed-case model

is due to the high rate of false positives introduced

by training the model also on lowercase utterances.

When comparing the performance of both models on

the manually labeled dataset, shown in the second

half of Table 1 , the mixed-case version of XLM-R

[2] surpassed the original version by a large margin. Fi-

nally, finetuned versions were trained on combination

of truecase and lowercase versions of coNLL-based

CNEC2.0 [1] followed by finetuning on train subset

of emergency call data, achieved 0.909 F1 and 0.758

F1 for person and location entities, respectively. As

expected, finetuning on in-domain data helps, but

the performance is highly dependent on the quality of

labels, which is mainly visible in the case of location

entities.

5. Conclusions

I created a clean emergency call NER train and test

datasets. In the process, tens of thousands of call

transcriptions were created, which could be useful for

training other models. In addition, I managed to train

models that perform well on real-world data. At the

time of submission of this article, the LLM approach

was not yet fully explored, and it is a subject of next

experiments.
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