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Experimenting with loss function

Combining different types of training data

Modern ViTs + facial recognition

ArcFace

Achieved results

Vision Transformers

Experiments

   Testing modern ViT architectures
   Combining different types of training data
   Testing multiple public datasets
   Finding ideal training condititions
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   EER threshold too high
   Plateau in suboptimal state
   Unable to reach >0.95 Acc

   
*Only the last three models are subjects of this paper.

CosFace   
   EER threshold low
   Slower convergence
   Able to reach >0.98 Acc

   
    Generated textual face description
    CosFace + contrastive CLIP loss
   


