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Motivation: Attackers tirelessly produce new types of 
spoofing attacks. Model needs to be ready to face them.

Goal: Improve Vision Transformer-based face 
anti-spoofing model's ability to detect unknown attacks. 

Method: Applying out-of-distribution (OOD) detection to 
filter out images that are too different from the model’s 
training dataset.

Figure 5: Proposed OOD detection for FLIP-V model.

Figure 6: Proposed OOD detection for FLIP-IT and FLIP-MCL model.

Figures 1-4: Spoof images from different dataset. From left: 
MSU-MFSD, Replay-Attack, CASIA-FASD and OULU-NPU.

OOD detection was successful with auroc 0.9721, 0.9765 and 0.9568 on 
models FLIP-V, FLIP-IT and FLIP-MCL respectively. Model auroc was 
increased by 0.97 % in average.
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Figure  8: Table showing best AUROC that each OOD detection methods achieved 
for each model. Type shows which features were used to reach this AUROC.

Figure  9:  Table showing best improvement in accuracy of models after pruning 
testing data based on  OOD detection. It is shown for models FLIP-V, FLIP-IT and 
FLIP-MCL where R, O C, M notes which dataset was used for testing 
(Replay-Attack, OULU-NPU, CASIA-FAS and  MSU-MFSD respectively).

Figure  7: Comparing chosen FLIP models with other anti-spoofing models. 
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