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Abstract
This paper describes a system for detection and tracking of multiple vehicles from a surveillance
camera with collision detection and prediction. Accurate vehicles’ contour is obtained in the
detection phase, and object centroids are calculated. Each detected vehicle is assigned to the
specific lane and tracked separately. Calculated centroids are used for object tracking using a
contour-based algorithm with movement prediction which provides sufficient amount of information
to predict vehicle movement. A rectangle constructed around the ground part of the vehicle is used
for vehicle collision prediction. Experimental results show a success rate of 71 % when constructing
the ground rectangles, which are key for collision prediction.
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1. Introduction

Intelligent systems for traffic control support basic
management systems such as car navigation, traffic
signal control systems, license plate number recogni-
tion or speed cameras. In the modern world where,
according to World Health Association [1], over 1.25
million people were killed in car accidents in 2015,
we are missing one key feature to predict a collision.
This early warning system would help to prevent the
collisions.

In this paper, the way of tracking multiple vehicles
with prediction and possible detection of a collision of
vehicles from a surveillance camera is introduced.

The focus is on two main potential types of colli-
sions that might occur on the highway in one direction.
The first case is the one where one vehicle collides
with another by hitting it from rear. In the second case,
the vehicles might collide in the process of overtaking.

Figure 1. Process of collision detection.

One of the possible approaches is to construct a
rectangle around the ground part of the vehicle. Then
by enlarging this rectangle check for possible overlaps
with other objects.

In the case of tracking multiple objects, we are
focusing on the contour method which is efficient and
fast at the same time (Figure 1).

2. Related work
To predict the collision of vehicles, they need to be
tracked individually. Thus it is possible to study their
movements. When the object is treated as individual,
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it is easier to study its behavior.
When tracking the objects, it is usually done by

frame to frame tracking. There are four categories of
tracking methods [2]: feature based, contour based,
region based and model based.

Feature-based algorithms extract features and then
match those between frames. Features to be tracked
can be color, size, edges, shadow or symmetry [3].

Another way is to track the objects by their con-
tour. The contour is updated in consecutive frames [4].
These algorithms are less complex than the first ones.
However, this approach suffers from partial inability
to segment vehicles that are partially occluded.

Model-based algorithms match the model of the
object that is tracked [5]. These algorithms are robust,
but slower.

Region based algorithms track objects given their
region [6]. The motion region is usually obtained
through background subtraction. These algorithms do
not work well for multi-object tracking.

The more sophisticated way of vehicle tracking is
a fusion of data from multiple cameras. It is possible
to use features of location, intensity and geometry to
match the vehicles taken by different cameras [7].

In the case of prediction of collisions, the range
of possibilities is slightly thinner. One way is to pre-
dict the trajectory of the vehicle, based on subsequent
learning of vehicles’ movement [8]. By modeling
those trajectories, it is possible to estimate the position
of the vehicle and then compare the trajectory with
trajectories of other vehicles. The focus of most of the
papers is on collision at traffic intersections, as well
as in [9], where the proposed method to predict the
collision is by creating a three-dimensional polytopes.
Those polytopes are then tested for overlaps. Vincent
Hayward et al. [10] focus to predict a collision among
many moving objects by defining an urgent and clos-
est pairs of objects, testing only those which fit the
conditions.

3. Implementation of tracking algorithm
with collision prediction

The system comprises several modules. Firstly, a con-
tour of the vehicle is obtained, then using the centroid
of the contour, the vehicle is assigned to the specific
lane. The vehicles are treated as objects with a few
properties like exact position of the contour, line po-
sition or the coordinates of a centroid. A rectangle
is constructed around the ground part of the vehicle.
Using this rectangle the possible collision is predicted.

Figure 2. Sometimes the blob tends to merge when a
vehicle is overtaking another (left) or given the
imperfection of detected contour, shatter (right).

Figure 3. The mask before amendment (top left) –
detected shadow is gray, mask after amendment (top
right), the final contour (bottom left) and the point
moved to the bottom of the contour (bottom right)

3.1 Vehicle detection and blob amendment
The vehicles in the video sequence are detected by
Gaussian mixture-based background/foreground seg-
mentation algorithm [11]. The algorithm estimates
the background and extracts the foreground which
are preferably only the objects which are moving –
estimated with the threshold of the reference image
(background) and the current frame.

The output mask is not perfect though (Figure 3).
In the next step, the shadow is removed and morpho-
logical operations are applied to get rid of the noise.

Even though the mask is yet not impeccable. To
get the desirable result, a contour of the mask is ob-
tained [12]. Around the contour a convex hull [13] is
constructed (Figure 3).

3.2 Centroid calculation
The moments of the polygon (contour) are calculated
to get the centroid of the object:

mi j = ∑
x,y
(array(x,y)·(x− x) j·(y− y)i) (1)

where (x,y) is the mass center:

x =
m10

m00
,y =

m01

m00
(2)

The point given by centroid’s coordinates is moved
to the bottom of the contour (Figure 3) to ensure its
position in the lane.

3.3 Assigning the lane
To assign the object to the lane, we will compute the
distance of the calculated point at the bottom of the



Figure 4. The number at the vehicle represents the
lane the vehicle is on.

contour to the lines. Lines are not detected automati-
cally, those have to be detected a priori and are then
loaded separately. We expect the line to be given in
general form p : ax+by+c = 0. The point has coordi-
nates A[x,y], then the distance is computed as follows:

v(A, p) =
|a·x+b·y+ c|√

a2 +b2
(3)

The algorithm stores the information to which of the
lines is the point closest to. Those two lines define
a lane. This lane is then assigned to the object (Fig-
ure 4). In this step, the vehicles going in other direction
(away from camera) are removed. Those are the ob-
jects whose distance to the top line is shorter than to
the line one below.

3.4 Tracking of multiple objects
The contour of each vehicle is treated as individual
object. Deciding the identity of the object in the sub-
sequential frame in time t is done by comparing them
to detected objects in time t-1. In the process of the
object to object comparison, several cases may occur
(Figure 2). 1) No intersection are detected – that means
a new object has appeared in the frame. 2) There is
only one intersection – that means that we have found
the object from the last frame in the current frame. 3)
There are two intersections – that means, that in the
current frame two blobs have merged into one or the
blob have shattered into two smaller blobs (that also
applies for the possibility of more than two intersec-
tions). In the first case the object in not updated, but
moved in expected direction. Moving of the object is
done as follows. If we know what distance in which
direction the object traveled in past, it is assumed that
this object will follow that direction and travel the
similar distance in the future. If this information is
unknown, it is obtained from closest known objects. In
the second case, it is checked that all parts ale in one
lane (means one object). Those parts are then merged
together.

Figure 5. The rotated rectangle with angle of rotation
α (top left), construction of the main guiding line (top
right), final ground rectangle (bottom).

3.5 Collision prediction

The contour, as it is, is not a reliable feature to be di-
rectly used in collision prediction. Because of that, we
focus on the part that will presumably collide; that is
the ground part of the car. First, we create a rectan-
gle around the bottom part of the vehicle (Figure 5).
This is achieved by enclosing a rectangle around the
vehicle’s contour. This rectangle is rotated in a way
of vehicle’s movement. A diagonal of the rectangle is
constructed and a line perpendicular to the diagonal
is the first side of the rectangle. This line is moved to
the point where it touches the contour, being the front
of the vehicle. A line at the back of the car is parallel
with the front one, going through the far bottom corner
of the rectangle. The third line is parallel with the side
of the rectangle and the fourth line is parallel to the
third one and moved so far so it does not go out of the
lane the vehicle is in.

When constructing the rectangle, the proposed
method is efficient only in left or right side view of the
camera.

The ground rectangle is constructed for every vehi-
cle detected in the frame. Then, as stated in [8], ”Given
the position, orientation, and size, at each time step,
of n oriented rectangles in 2-D, find all possible pairs
of rectangles that are within a distance δ in the cur-
rent and future time steps.” Given δ is the maximum
distance between vehicles, the size of every rectangle
is enlarged about δ/2 and checked for overlaps with
other vehicles.



4. Experimental results of the ground
rectangle construction

The subject to testing was the ground rectangle con-
structed around the ground part of the vehicle. The
precision of construction of the ground rectangle is
highly dependent on the vehicle detection process with
association to the consistency of the blob.

Detection Rate – is a ratio of precisely constructed
rectangles to all constructed rectangles. It is defined
as follows:

DetectionRate =
TruePositive

TruePositive+FalsePositive
(4)

Recall – is a ratio of precisely constructed rectan-
gles around the objects to all the objects that should
have to have their rectangle constructed around them.
It is defined as follows:

Recall =
TruePositive

TruePositive+FalseNegative
(5)

From Table 1 it is evident that the detection rate (pre-
cision) is at 71 %.

Table 1. System Performance

Detection Rate Recall

Implemented system 0.708 0.661

5. Conclusion and future work
A vision-based system of tracking multiple objects in
video and their collision prediction is introduced in this
paper. The tracking method is a contour-based method,
where contours of each detected object are compared
in subsequent frames. The collision prediction offers
the approach of prediction by constructing the rectan-
gle enclosing a ground part of the vehicle, enlarging
the rectangle and then checking this rectangle for the
overlaps with objects’ rectangles around.

Certain parts of the system need user-defined in-
puts (e.g. lines on the road), so they are not obtained
automatically at this time. Automatic camera calibra-
tion to the scene and a use of Kalman filter for tracking
the objects would improve the system. There are fur-
ther possibilities to fit other modules to the system like
size, speed measurement or collision detection.
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