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Multiple-Person Tracking by Detection
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Abstract
Detection and tracking of multiple person is challenging problem mainly due to complexity of scene
and large intra-class variations. In this paper, I present a novel on-line method for multiple person
tracking based on tracking-by-detection approach. An object tracking component is deployed to
increase the performance of the method and decrease the number of detector failures. Furthermore
I use a fusion component to associate the responses of the detection and tracking components.
The proposed system was evaluated on available datasets and the results shows that it is suitable
to use for this task.
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1. Introduction
Person detection and tracking is one of the challeng-
ing problems in computer vision. Difficulty of this
problem is caused mostly by the large variations of
scale, appearance, viewpoint, articulation and occlu-
sions. This task is important for many applications,
such as surveillance, human-computer interaction, or
behavior modeling.

Existing approaches differ in many aspects and
with the increasing computational power there are
increasing number of approaches using learning or
detection-tracking cooperation. However, the person
detection and tracking still remains an active research
area and recent scientific results [1] and increasing
computational power indicate the possibilities and di-
rections of the future research.

In this paper, I present a robust on-line method for
detecting and tracking of multiple people in a scene
from one static camera. The proposed method is based
on a tracking-by-detection approach and cooperation
of a detection and tracking part. The detection part

is based on a combination of multiple features and
models that allow increasing a detection rate while
reducing the false positive responses. A problem with
partial occlusions is handled by using a body part de-
tection, respectively an upper body detection.

Another component of the tracking system is multi-
object tracker. The component is deployed to increase
the performance and decrease the number of detection
failures in a run-time. In order to control the tracking
component, an association of the detection and track-
ing responses is presented. The association is part of
fusion component and is based on a distance metric
and percentage of overlap.

The described method was evaluated using the
existing datasets and metrics. The results are presented
and shows that this approach is suitable for detecting
and tracking of multiple people.

2. Related works
During the last years, multiple-person tracking become
an active field of research and much effort was put to
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solve the problem. Numerous methods for detecting
and tracking of people were proposed and differ in
accuracy, stability and computational cost.

Histogram of oriented gradient, introduced by Dalal
and Triggs [2], is one of the feature descriptors de-
signed for person detection. The basic idea is that
the local object appearance can be characterized by
distribution of local gradient orientations even with-
out precise knowledge of corresponding gradient posi-
tions. An object detection is based on sliding window
in which the feature vectors are extracted and then
used for object/non-object classification using a linear
support vector machine (SVM).

Felzenszwalb et al. [3] enriched the previous model
using a star-structured part-based model defined by a
root filter and a set of part filters with associated de-
formation models. Each part of the model captures
local appearance properties of the object. An object de-
tection system is based on mixtures of this multiscale
deformable part models trained using a discriminative
method.

An approach which combines a shape information
and a texture information was proposed by Wang et
al. [4]. The shape information is described using the
HOG features and the texture information using the
cell-structured LBP (Local Binary Patterns) features.
The occlusions are handled by using global and part
detectors and by constructing an occlusion likelihood
map which is then segmented by a mean-shift algo-
rithm.

Andriluka et al. [5] extend one of the state of the
art detectors to an articulation and limb-based detec-
tion approach. They detect approximated articulation
of person based on local features that model the ap-
pearance of individual body parts. The possible ar-
ticulation and temporal coherency within a walking
cycle is modeled using a hierarchical Gaussian process
latent variable model.

Many works deal with the object tracking mainly
addressing the requirements for computational cost
and precision. A learning method for long-term track-
ing of single object was proposed by Kalal et al. [6].
The detector localizes an object instance and corrects
the tracker if necessary. The learning component ini-
tializes the detector and updates it in real-time.

Henriques et al. [7] presented a method for track-
ing a single object based on correlation filter and HOG
(Histogram of Oriented Gradients) features instead of
raw pixels. The tracking is formulated as a regression
problem for correlation filter learning. A discrimina-
tive classifier is trained with sample patches around
the object at different scales and translations.

3. Tracking system overview
Detection of multiple people is a difficult problem,
but recently proposed methods and approaches shown
possibility of detecting people even in crowds and
scenes with partial occlusions [3, 8] but a problem with
false positive detections still remains. I try to design
the detector to cope with this problem and therefore
the parts of the detection are based on more than one
methods.

The proposed system consists of three main com-
ponents: detection, tracking and fusion. For the detec-
tion, I use three types of different detectors and models:
the deformable part detector [3], the detector based on
HOG (Histogram of Oriented Gradients) features [2]
and detector based on Haar-like features [9]. Scores
of detection responses are normalized and associated
using a local maxima finding approach. The tracking
part is based on kernelized correlation tracker [7]. The
fusion component associates the detection and track-
ing responses and controls the tracker. The overview
of the system can be seen in Figure 1 and it will be
described in details in the text below.

3.1 People detection
The detection component is based on combination of
two approaches: the full body detection and upper
body detection. The full body detection provides much
information but the detector is not able to handle the
articulated deformations of people and partial occlu-
sions. Therefore I use the upper body detector to tackle
this problem.

The full body detector consists of combination of
deformable parts detector [3], HOG detector [2] and
Haar [9] detector. The deformable part model was
trained using full body images from INRIA dataset
and the pre-trained model was used in framework for
combined pedestrian detection [10]. The models used
within the HOG detector and Haar detector are part of
the OpenCV library 1. I set a low detection threshold
to obtain all true positive detections but also a large
amount of false positive detections.

The upper body detector is based on deformable
parts detector [3] and Haar-like features detector [9]
which are trained on a head-shoulder images. The
pre-trained model for deformable parts detector can
be found in framework for pedestrian detection [10]
and the upper body model for Haar detector is part
of the OpenCV library 1. The process of detection is
the same as in the previous case where the detection
responses from all detector are obtained using low
threshold value.

1http://opencv.org/



Figure 1. Proposed system overview

To deal with different sizes of the full body and
upper body detections, the responses obtained from the
full body detector are normalized to 40% of its height.
This results to a large number of detection responses,
as can be seen in first image of Figure 2.

An experimental analysis of the detection responses
shows that the responses with extremely different sizes
are most likely false positives. Due to this experiment
and the fact that the detection process results in a very
large number of detection responses, I filtered out 3%
of detections with the smallest and the largest sizes.

Since the output of these individual detectors dif-
fer significantly, a normalization of the scores is re-
quired. The output scores of detection responses are
normalized using the standard score approach [10] for
each object detector separately as

s0 =
s−µ

σ
, (1)

where µ is mean and σ is standard deviation of de-
tector scores. The normalization results to all score
values are positioned around zero value. Then, the
obtained responses are normalized to the same value
range 〈0,1〉 as

snorm =
s0−min
|max−min|

, (2)

where min is minimal score and max is maximal score
of all responses obtained from already processed frames
and s0 is defined in Equation 1.

A higher number of detection responses with a
higher sum of scores occur in regions where the peo-
ple most likely appear. The regions correspond to local
maximas in a confidence detection map (see example
in Figure 2). The confidence in certain position of the
map is computed as a weighted sum of all response
scores obtained from full body and upper body detec-
tion.

c = cupper + c f ull (3)
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The calculation is shown in Equation 3 where c is
the confidence in a certain position of the confidence
map, cupper and c f ull are confidences of the upper body
and full body detectors in the same position, si j is
the score of response j from detector i normalized by
Equation 2 and weighted by weight wi of detector i.

The local maximas in the confidence map can be
found using a non-maxima suppression. I use similar
approach, but in contrast to the usual non-maxima
suppression I search for local maximas using a round
window and a smaller neighborhood.

The method of the local maxima finding is based
on assumption that the local maxima is greater than
other values in the same window. If the local maxi-
mum is found in the neighborhood centered around
the candidate, the confidence is computed as a sum
of values in the round window divided by an area of
the window. The found local maximum with the confi-
dence above a threshold is then used as a result of the
detection.

3.2 Multiple object tracking
I deploy an object tracking component to increase the
performance and decrease the number of detector fail-
ures. For this purpose the kernelized correlation filter
[7] was modified to track multiple objects simultane-
ously.

The tracker is initialized on the first frame using
all regions obtained from the detection. New object to
track is added based on the fusion component decision
and only if the detection response without correspond-
ing tracking response exists.

2image taken from the SUN Database
(http://groups.csail.mit.edu/vision/SUN/)



An object is removed from tracking in case the
corresponding detection response does not exist for n
frames and at the same time, the object is not moving
for m frames. Therefore the tracking component has
information about the last locations and information
about associations of the detection responses with the
given tracking response. Finally, in each frame the
position and history of tracked objects is updated.

3.3 Fusion of different responses
In order to find new object that are not tracked yet, it
is necessary to associate the detection and the tracking
responses. The responses are associated using two
simple metrics: Euclidean distance and a percentage
of overlap.

Let t be a tracking response in location tc and let d
be a detection response in location dc. The response t
and d belongs to one object if

dist(t,d) < distmax AND

overlap(t,d) > overlapmin, (4)

where the distance measure and the percentage of over-
lap is defined as

dist(t,d) =
√
(tcx−dcx)2 +(tcy−dcy)2 (5)

overlap(t,d) =
t ∩d

t ∪d− t ∩d
. (6)

Figure 2. Example of detection steps2(from up to
down): all detection responses, confidence map and
results of the described local maxima-finding
approach

The detection response d is added to track only
if there is no associated tracking response t which
satisfies the Equation 4. In practice, this corresponds
to finding detection responses which not satisfied the
Equation 4 and adding them to the tracking component.

4. Performance evaluation
In pilot experiments, I was interested in accuracy eval-
uation of the proposed method in order to compare
this method with other algorithms. Results of the de-
scribed method were collected and evaluated using
Town Center Dataset [11].

The dataset contains video of the busy town street
from one static camera. The video is five minutes long
and has 71500 hand labeled full body annotations, with
average of 16 people visible at any time.

Figure 3. Sample results obtained for the Town
Center dataset using the proposed method where the
size of detection responses was adjusted to full body
size

For evaluation, I used a criteria of PASCAL VOC
challenge where the detection with overlap larger than
half with annotation is considered as a true positive.
The sample frames are shown in Figure 3 and the
evaluation results are shown in Table 1. The precision
and recall is defined as

precision =
t p

t p+ f p
(7)

recall =
t p

t p+ f n
(8)

where t p, f p and f n are numbers of true positive, false
positive and false negative responses. The results of
other methods were obtained from the publication [11],
in which the dataset was presented.

In the experiments, I used weight w value equal to
1 for each detector (see Equation 3) and the threshold
value for obtaining detection equal to 10 (see Section



precision recall
Proposed method 87.9% 66.2%
HOG detector 82.4% 72.3%
Method from [11] 82.0% 79.0%

Table 1. Performance evaluation and the comparison
of the proposed approach with other methods

3.1). The maximum distance distmax was set to 30 pix-
els and minimum overlap overlapmin to 0.3% which
caused a low number of false detection. By using a
lower value for the distance threshold distmax and a
larger value for the overlap threshold overlapmin, a
higher recall rate can be obtained but precision rate
will drop due to a higher number of false positive re-
sponses.

The results shows that the presented method can
be used for tracking of multiple people in a scene
from one static camera. The method achieved a high
precision rate which is caused by a small number of
false alarms. The recall rate of the proposed method
is inferior to the recall rates of the compared methods
due to used fusion thresholds and therefore a larger
number of false negative detections. Furthermore, the
results showed that by using fusion component even
with simple metrics such as the Euclidean distance
and the percentage of overlap, it is possible to achieve
good results.

5. Conclusion
In this work, I presented the method based on tracking-
by-detection approach. Using the different models and
object detectors I proposed the person detector which
is capable of detecting partially occluded people. I
deployed a state of the art object tracker to increase
the performance and decrease the detector failures. In
order to find new objects that are not tracked yet, the
detection and tracking responses are associated using
the fusion component. The component controls the
tracking by adding new objects and removing them
when necessary.

The proposed system was implemented and eval-
uated on the dataset of busy town street. The method
achieved a 87.9% precision rate and a 66.2% recall
rate. The results showed that described approach is
suitable for multiple-person detecting and tracking in
a video sequences.
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