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Abstract

This paper aims to analyze available sources of information about internet domains to help improve methods

of detecting malicious domain names. We collect a wide range of data from various sources for a rich data

set. We extract the most insightful features from this set and train a classifier. This work aims to improve

the accuracy and reliability of domain name classification models. We show that combining data from

external sources only can already accurately predict malicious domains.
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1. Introduction

Malicious actors use domains for many harmful pur-

poses, such as phishing, malware distribution, and

botnet attacks. Thus, developing accurate and reli-

able methods for detecting these domains is essential

to protect users from online threats.

We present our analysis of various sources of informa-

tion about internet domains to improve the accuracy

and reliability of domain name classification models.

We collected a rich dataset from external sources such

as DNS, TLS, and RDAP. We then extracted the

most insightful features from this dataset to train a

classifier using XGBoost. Our current focus is mainly

on detecting phishing domains, which significantly

threaten online users [1].

Contribution We analyzed which external sources

provide helpful information for domain malignancy

classification. On experimental results, we show con-

crete features that best boost the accuracy.

2. Related Work

Detecting malicious domains has been extensively

studied in recent years. Prior work falls into three

distinct categories. Some researchers focus on lexical

features to classify domains as benign or malicious

[2, 3]. Others analyze webpage content to identify

malign domains [4, 5, 6]. The third common way

uses external data sources, such as WHOIS and TLS

[7, 8], similar to our approach.

However, these approaches rarely combine more than

a few available data types and features [9, 10]. In

contrast, our study combines many data sources and

feature engineering techniques to maximize the vari-

ety of information used to detect phishing domains

effectively.

3. External Data Sources

External data plays a critical role in our approach

to detecting malicious domains. DNS records pro-

vide crucial information, such as the domain’s name

servers, mail servers, and IP addresses. RDAP is a

WHOIS replacement that provides information on do-

main registration, including the registrar, registrant,

and contact information, which may relate to known

malicious activity. TLS is another crucial source of

data that provides certificate chains used to verify

the identity of a server. We can detect discrepancies

in the chain. Geolocation and reputation data for

IP addresses are also valuable sources of information.

We can detect if the domain’s IP addresses reside in a

high-risk area or are associated with known malicious

activities.

4. Classifier Creation

In this section, we will discuss our data collection

and feature extraction process and how we train and

evaluate our classifier using this data.
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4.1 Data Collection

In order to create a rich dataset for training, we de-

signed a program that loads domain lists and resolves

relevant data for them. The program is extensible,

allowing us to add new data sources and update our

collections easily.

To ensure the quality of our dataset, we carefully

selected our benign and malicious domain lists. We

use the Cisco Umbrella top domains list for benign do-

mains, which contains the most popular and reputable

internet domains. We use various MISP feeds for ma-

licious domains, which provide up-to-date information

on known online threats.

4.2 Feature Extraction & Engineering

To use the data for classifier training, we must se-

lect insightful numeric values from this data and en-

code other information using feature engineering tech-

niques to create new, informative features. To ac-

complish this, we developed a custom program that

runs a modular pipeline of transformations on the

data from our database. We picked and crafted quan-

tifiable features from each source, amounting to over

40. The resulting tables then provide inputs for our

classifier.

4.3 Model Training & Evaluation

To classify domains and aid in feature selection, we

used the XGBoost framework. It is advantageous

because it can report on feature importance, allowing

us to identify the most informative features for our

classification.

Our model training and evaluation process involved

several steps. First, we evaluated the extracted fea-

tures and iterated on them based on their importance,

as reported by XGBoost. Our primary goal was to

find a good set of features that could accurately and

reliably classify domains as benign or malicious.

To evaluate our classifier’s performance, we used k-

fold cross-validation. We aimed for a high F1 score

because our datasets are unbalanced, as we have

more benign domains than malicious ones in our set.

5. Experimental Results

Our phishing classifier achieved an F1 score of 90%

using external data only, with 0.95 precision and 0.87

recall for the phishing class. The confusion matrix in

Table 1 shows false predictions on a test sample of

88,606 domains.
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Figure 1. Features with highest gain values

predicted
benign phishing

true
benign 76950 558
phishing 1450 9648

Table 1. Confusion matrix

The most important features were related to TLS

and DNS, as shown in Figure 1. RDAP was often

missing from phishing data and contributed little to

our classifier’s performance. This fact highlights the

importance of using diverse data sources for domain

analysis in various malign categories.

6. Conclusion

We demonstrated the effectiveness of combining ex-

ternal data sources for detecting malicious domains.

Our approach achieved a high F1 score for phishing

detection, primarily leveraging TLS-related features.

These findings have important implications for devel-

oping more accurate and reliable methods of malicious

domain detection.

External data sources can also combine well with

lexical classifiers that rely on analyzing the textual

content of domain names. Integrating external data

with lexical analysis should further improve the accu-

racy of domain classification models. Future research

can explore the combination of these different ap-

proaches.
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