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We propose a system for automated mixed-
precision quantization of neural networks.



We utilize the evolutionary algorithm NSGA-II 

and quantization-aware training for fine-tuning 
quantized models. We conducted experiments with 
a tiny-imagenet dataset and MobileNetv1 0.25.



We achieved accuracies comparable to those of 
floating-point models while making the model 
about 30 % smaller for per-tensor asymmetric 
quantization and 40% smaller for per-channel 
symmetric quantization in comparison to 8-bit 
models. This beats uniform quantization by 10 %, 
respectively by 6 %.
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Figure 2: Scheme of quantize_model function that 
supports mixed-precision quantization

Figure 3: Graph of best configurations during NSGA-II

for per-tensor asymmetric quantization of weights

Figure 5: Graph of best configurations during NSGA-II

for per-channel symmetric quantization of weights

Figure 4: Graph of best found solutions for per-tensor asymmetric 
quantization of weights

Figure 6: Graph of best found solutions for per-channel symmetric 
quantization of weights
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