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Design of Accuracy Predictors for CNNs
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Abstract

This paper focuses on improving the efficiency of Neural Architecture Search (NAS) by predicting the

performance of Convolutional Neural Networks (CNN) before training. A performance predictor is

proposed, using machine learning methods like linear regression, random forest, and Multi-layer Perceptron

(MLP) to estimate the classification accuracy of new CNN architectures. The study emphasizes the

importance of feature selection, extraction, and representation of neural architectures, as well as the analysis

and comparison of different predictor approaches. The proposed methodology efficiently predicts the

performance of new CNN architectures, speeding up the NAS process and achieving competitive accuracy

with existing methods. This research contributes to the understanding of the underlying factors influencing

architecture performance and is valuable for guiding the NAS process towards optimal architectures more

efficiently, saving computational resources and time, thus benefiting both science and practical applications.
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1. Introduction

[Motivation] The efficiency of Neural Architecture

Search (NAS) is critical in finding optimal architec-

tures for Convolutional Neural Networks (CNN). How-

ever, the search process often requires significant

computational resources and time. To address this

issue, the analysis of performance predictors that

can estimate the classification accuracy of new CNN

architectures without training them is proposed.

[Problem definition] The goal is to develop, ana-

lyze and compare performance predictors that can

accurately estimate the classification performance of

CNN architectures, guiding the NAS process more

efficiently and ultimately reducing the computational

resources and time required.

[Existing solutions] Current NAS methods explore

the search space typically using reinforcement learn-

ing, evolutionary algorithms, or gradient-based ap-

proaches. However, these methods often demand

high computational costs [1]. To alleviate this is-

sue, various performance estimation strategies have

been developed, which can be grouped into different

families, such as model-free and model-based estima-

tors [2]. Model-free performance predictors employ

methods like learning curve extrapolation, one-shot

techniques, or other heuristics, while model-based

predictors employ machine-learning techniques to es-

timate model performance. In this work, the focus

is on model-based predictors, as they have shown

promising results in reducing computational costs and

search time while maintaining high performance (low

query time) [3].

[Our solution] Our approach involves using machine

learning methods, such as linear regression, random

forest, and Multi-layer Perceptron (MLP), to develop

performance predictors that estimate the classifica-

tion accuracy of new CNN architectures. The predic-

tors are trained on a dataset of previously evaluated

architectures and their corresponding classification

accuracies (e.g., NAS-Bench-101 [4]). We empha-

size the importance of feature selection, extraction,

and neural architectures representation in building

effective predictors. Our research also includes a

comprehensive analysis of different feature represen-

tations and their impact on predictor performance.

Additionally, we compare various predictor approaches

to understand their respective strengths and weak-

nesses, contributing to a better understanding of the

factors influencing the efficiency of the NAS process.

[Contributions] The research contributes to the un-

derstanding and analysis of performance predictors

in the context of estimating the performance of new

CNN architectures, leading to a more efficient NAS

process. The emphasis is on the importance of fea-
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ture selection and investigating the impact of differ-

ent feature representations on predictor accuracy. By

comparing methods flattening the network architec-

ture structure as features and methods preserving

structural information, we provide insights into their

respective advantages and limitations. Our work of-

fers a comprehensive analysis of existing techniques,

exploring their effectiveness and potential improve-

ments, ultimately advancing the field of performance

prediction and NAS efficiency.

2. Performance Prediction for NAS

In this work, we develop a performance predictor that

employs machine learning methods to estimate the

classification accuracy of new CNN architectures. We

train the predictor on a dataset of previously evaluated

architectures and their corresponding classification

accuracies, enabling it to generalize and make pre-

dictions for unseen architectures. Figure 1 illustrates

the typical process of building a performance predic-

tor, which includes feature extraction, architecture

representation, and predictor training and evaluation.

To optimize the predictor models, a hyperparameter

tuning strategy that systematically searches for the

best combination of hyperparameters for each ma-

chine learning method is employed. This strategy

improves the performance of the predictor models,

ensuring that they are optimally configured for the

specific task at hand.

3. Applying the Predictor

Utilizing the trained predictor models, as illustrated

in Figure 2 inspired by Google Brain’s Neural Predic-

tor [5], predictions for new CNN architectures can be

made efficiently. This approach demonstrates the ap-

plication of the performance predictor, starting from

the search space with many random architectures,

through the regression model (predictor), to the top

K selection, training, and validation, ultimately pick-

ing the best validation accuracy. The approach allows

for the effective estimation of the performance of pre-

viously unexplored architectures, ultimately guiding

the NAS process more effectively in the search for

optimal structures.

4. Conclusions

The focus of this work was the process of develop-

ing performance predictors to effectively estimate

the classification accuracy of new CNN architectures,

enabling a more efficient NAS process. By employ-

ing machine learning methods and hyperparameter

tuning, the predictors achieve similar accuracy to ex-

isting NAS methods while reducing computational

cost and time. The importance of feature selection

and extraction, as well as the representation of neu-

ral architectures in building effective predictors was

emphasized. The research provides a comprehen-

sive analysis of different feature representations and

their impact on predictor performance. The compar-

ison of various predictor approaches was conducted

to understand their respective strengths and weak-

nesses, contributing to a deeper understanding of the

factors that influence the efficiency of the NAS pro-

cess. Figure 3 shows a plot of the predicted versus

actual accuracy values (in percentages) for the Ran-

dom Forest predictor, highlighting its performance in

estimating the classification accuracy of new CNN

architectures. This work paves the way for further

advancements in NAS by shedding light on the critical

role of feature selection, extraction, and architectural

representation.
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