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Abstract

This paper is focused on the human ability to recognize audio synthetic media. It involves an experiment

whose primary purpose is to determine whether a targeted group of people can distinguish a synthetic

recording from an original one. Participants of the experiment will be presented with a survey containing a

pairs of recordings. Synthetic audio recordings were clustered into groups with similar quality rating scores,

identifying the recordings that are the most convincing. The results of the experiment were analyzed to

measure participants’ ability to accurately distinguish between the synthetic and original recordings across

all quality groups.
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1. Introduction

Synthetic media created by artificial intelligence has

grown incredibly recently, providing many creations of

fake images, videos, and audio recordings. The main

problem of these media is the increasing numbers of

cases of deepfake frauds. Hence, the question is: Can

people recognize when they are being scammed?

Lots of experiments were conducted in this field of

technology. In [1], researchers did an experiment

comparing human abilities to detect synthetic speech

with audio deepfake detectors. They found out that

audio deepfake detectors miss some characteristics

recognized by humans. Audio samples were in English;

people with this language as their native language

performed better at recognizing audio deepfakes than

audio deepfake detectors. Another experiment [2] was

conducted on college grounds with students. They

were asked whether the audio clips were real or syn-

thetic. They focused only on English speakers and var-

ious aspects of grammar in audio deepfakes. Overall,

students were more likely to detect synthetic speech

in complex and shorter sentences. However, these

experiments focused on something other than deep-

fake quality according to objective measures that can

evaluate the samples based on various characteristics.

The main goal of this research is to determine whether

a targeted group of people can detect synthetic audio

media while having the original one to hear the differ-

ence. Moreover, the provided synthetic audio samples

were clustered into groups with similar quality score.

2. Deepfakes

Deepfakes are synthetic media created by AI using

deep neural networks. They can appear as images,

videos, or audio recordings. Audio deepfakes can

be made by two methods. Text-to-speech (TTS)

method presents creating synthetic speech from writ-

ten text. Voice Conversion (VC) method transforms

the existing original recording to a synthetic one with

targeted voice [3]. For this work, VC method was

chosen since there have to be a pair of recordings.

Each pair has the same sentence and speaker, while

the creation differs.

The original recording were taken from an existing

audio library, Mozilla Common Voice dataset, which

provides wide range of audio samples in many lan-

guages [4].

3. Chosen Language

The chosen languages for this work are Slovak and

Czech languages. These languages are native to

the most Brno University of Technology students.

Inspired by many experiments, we are curious about

people detecting synthetic recordings in their native

language. Moreover, this work also seeks answers to
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whether people can recognize audio deepfakes in a

language similar to their native language.

Four speakers were selected from each language for

the experiment - two women and two men.

4. Quality Measures

A dataset with pairs of recordings is evaluated using

a proposed quality system. This categorization is

supposed to help us find the best deepfake - the

hardest one to detect.

For this purpose, objective measures for speech qual-

ity were studied. Ultimately, appropriate measures

were chosen to estimate the rate of audio deepfake

samples.

4.1 Log-likelihood Ratio

One of the best speech recognition software is Phonexia.

For quality estimation of deepfake samples, a Phonexia

Browser client application was used. This software

applies speech processing technologies to recordings

and visualizes the results [5, 6].

Phonexia uses a Log-likelihood Ratio (LLR) metric to

determine a speaker’s score. The likelihood ratio is

widely used in signal processing and machine learning.

It represents how many times more likely the data

occur under one model than another. A higher score

means a better fit between a given recording and a

model. Lastly, the logarithm of the score is taken.

Eventually, the system converts the LLR score to

percentage [6].

4.2 Perceptual Evaluation of Speech Quality

Perceptual Evaluation of Speech Quality (PESQ)

measure is a standardized objective method for eval-

uating the perceived quality of speech signals. This

method is often used in telephone networks and

codecs, and ITU-T recommends it [7]. This measure

analyses the speech signals and tries to predict the

subjective mean opinion score (MOS). It is computed

as a linear combination of the average disturbance

and the average asymmetrical disturbance [8]. The

results range is typical [−0.5,4.5] with a higher score
indicating better quality. For this work, PESQ imple-

mentation [9] was used.

4.3 Mel Cepstral Distortion

Another commonly used measure in assessing the qual-

ity of synthesized speech is Mel Cepstral Distortion

(MCD). It measures how different two sequences of

mel cepstral coefficients are [10, 11]. In this work, this

MCD implementation [12] was used. This implemen-

tation requires precalculated mel cepstral coefficients

and then computes MCD. One of the variants ex-

pects a possible difference in timing and uses dynamic

time warping. This method can ”align” sequences in

time in case they do not match. The results in this

implementation are in the range of [4,8] where the

higher score means more distortion.

5. Quality Evaluation

All audio samples’ quality evaluations were converted

to a percentage and averaged. The collected eval-

uations were clustered into groups using a cluster

algorithm k-means.

The k-means algorithm is an iterative algorithm that

randomly selects k data points representing centroids.

Then the data points are assigned to the nearest cen-

troid. The algorithm calculates the distance between

data points and centroids and assigns the points to

the nearest centroids. Then the centroids are recalcu-

lated as the mean value of the data in clusters. The

algorithm repeats these steps until the centroids are

not moving [13].

6. Experiment

6.1 The Dataset

So far, the dataset contains 121 recordings from 8

speakers, clustered in 4 groups of the quality system.

However, the future version of dataset will contain

more speakers to create a bigger dataset.

6.2 Experiment Design

The experiment contains demography questions like

age, gender, native language, and previous experi-

ences with deepfakes (if there are any). The central

part of the survey is pair recordings from which peo-

ple are asked to try and detect the synthetic one.

The targeted group is students, considering they have

more experience with internet as they spend hours on

social media, which means they are more likely to be

familiar with deepfake media.

7. Conclusion

This paper studies the ability of humans to recog-

nize original and synthetic audio recordings. The

experiment involved giving participants pairs of audio

recordings and asking them to identify the synthetic

one. The deepfakes were rated based on quality from

objective measures, and the results were analyzed to

determine participants’ ability to differentiate between

the two types of recordings.
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