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Abstract

Traditional automated systems for searching and analyzing objects or events in traffic footage usually

cannot handle natural language queries and often rely on predefined event detection. Recent advances in

large language models (LLMs), particularly in the area of multimodal learning, offer new opportunities to

overcome these limitations. The main aim of this thesis is creating a system that integrates multimodal

large language models (MLLMs) and related technologies (multimodal embedding models), which allows

users to efficiently search for events/objects in hours of traffic footage and analyze selected video segments

in detail. The system also allows users to choose between different models of both types, and the key

scientific contributions of the thesis are multiple benchmarks of these models on domain-specific datasets.
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1. Introduction

The deployment of traffic cameras has been steadily

increasing in recent years, driven by advancements in

technology and a growing emphasis on road safety

and traffic management. Existing automated systems

for searching and analyzing traffic footage often rely

on predefined event detection methods and don’t

support natual language user interaction [1].

In the recent years, large language models (LLMs)

have gained significant attention and achieved remark-

able progress in performance and capabilities. No-

tably, the capabilities of multimodal LLMs (MLLMs)

go beyond text processing, as they also integrate infor-

mation from other modalities such as images, videos,

or audio. The aim of this thesis is utilizing video-

MLLMs and related technologies to create a system

for searching and analyzing traffic footage.

The system utilizes existing non-specialized AI models

and the thesis is not concerned with fine-tuning mod-

els for the problem domain. For this reason, a crucial

part of the work was researching which models are

best suited for the system. Since multiple models

were selected for both roles, the system allows the

user to switch between them and the thesis contains

multiple benchmarks of these models in the domain

of traffic videos (see section 4).

2. Proposed solution

Despite the very rapid advancements in their capa-

bilities, current MLLM-based models specialized for

videos usually have to make significant optimization

compromises, and effectively understanding and nav-

igating long-form videos remains a highly relevant

challenge [2].

Multimodal embedding models map inputs from differ-

ent modalities into a shared embedding space. Some

people have already used an image-text multimodal

embedding model (e.g., CLIP [3]) in combination

with a vector database to create a system for effi-

cient semantic search of events inside a collection of

videos [4].

For the target system, a two-stage pipeline was pro-

posed, as shown in Figure 1 . In the first stage,

a user enters a natural language query, which is con-

verted to an embedding by the multimodal embedding

model. This embedding is then compared to those

stored in a vector database, which contains image em-

beddings of frames uniformly sampled from uploaded

videos, and the best matches are retrieved.

In the second stage, a short video segment corre-

sponding to a search result (or manually selected) is

used as input to the MLLM, which is then used to

analyze the footage in the form of an interactive chat
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with the user.

3. The implemented system

The system is implemented as a web application using

Python, Poetry1, FastAPI2, FFmpeg3, and other tech-

nologies. The frontend is implemented using Vue.js4

as a single-page application (SPA). Additionally, the

Milvus vector database is used to store frame em-

beddings and corresponding metadata (video name,

timestamp), and a Minio bucket is used to store the

uploaded video files.

As shown in Figure 2 , the user can search for sam-

pled video frames by entering a text query and se-

lecting the number of top-k results to retrieve. The

embedding search is handled by the Milvus database,

and the corresponding images are sampled from a cor-

responding video stored in the Minio bucket. The

user can choose one of four available multimodal em-

bedding models running locally: CLIP [3], ALIGN [5],

SigLIP [6] and BLIP [7] (or rather just BLIP’s feature

extractor).

To start a video analysis using the configured MLLM,

the user can either enter the analysis parameters

(video name, start and end timestamp of the video

segment, sampling FPS) manually, or be automati-

cally redirected by clicking the ”analyze this segment”

button of a search result (see Figure 2 ). Once the

analysis is started, a video player appears (automati-

cally redirected to the start timestamp) along with

an interactive, rather familiar chat interface through

which he can interact with the model, as shown

in Figure 3 . The user can choose one of four avail-

able MLLMs, most of which are lightweight versions

running locally: LLaVA-OneVision [8], GPT-4o [9]

(the only flagship, remotely run model), VideoLLaMA

3 [10], and Qwen2.5-VL [11].

Additionally, the system needs to maintain consis-

tency between video data stored in the Milvus vector

database and the video files located in the Minio

bucket. For this reason, a synchronization mecha-

nism was implemented, which allows the user to easily

view, manage, and synchronize all data present in the

system.

4. Benchmarks of the available AI models

The image-text retrieval performance of the multi-

modal embedding models was benchmarked on the

1https://python-poetry.org/
2https://fastapi.tiangolo.com/
3https://ffmpeg.org/
4https://vuejs.org/

CARS196 dataset [12]. For each name of the 196

unique car models, k best-matching embeddings of

the images from the dataset were retrieved. The

benchmark was evaluated twice, as the second ”sub-

benchmark” was focused on whether (at least) the

car brand was correct. The used metrics include mean

Precision@k , mean Recall@k and mean AveragePreci-

sion@k , all for multiple values of k . Plot of the values

of the mean Precision@5 metric for both car models

and car brands is shown in Figure 4 .

The second benchmark was of the same type as the

first one (including the metrics), but with Czech

traffic signs and their categories instead of car mod-

els and car brands. The images and corresponding

annotations come from a dataset provided by the

thesis’ supervisor, which contains images of traffic

signs taken in the Czech Republic.

The MLLMs were benchmarked in the form of video

question answering (VQA) on a subset of the SUTD-

TrafficQA dataset [13]. The models had to answer

2,000 different questions about corresponding video

segments, by choosing one of two to four available

answers. Apart from correctly describing what’s hap-

pening in the given video segment, the questions also

included event forecasting, reverse reasoning, and

other complex reasoning tasks. The accuracies of the

models are shown in Figure 5 .

5. Conclusions

A two-step pipeline balancing the strong but expensive

capabilities of video MLLMs, with the effectivity of

multimodal embedding models was proposed. The

system, which allows users to search, analyze, and

manage traffic video content was implemented. The

implemented system also supports the use of multiple

different models of both types.

The performance of the available models was bench-

marked in the domain of traffic footage, providing

valuable insights into their effectiveness in this do-

main. The multimodal embedding models were bench-

marked on image-text retrieval of car models (plus car

brands) and Czech traffic signs (plus their categories).

The MLLMs were benchmarked through traffic video

question answering.
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