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Abstract

Modern network monitoring systems effectively detect errors but fail to provide meaningful interpretations,

leaving specialists alone with technical logs. This work explores the integration of explainable diagnostics

into active network monitoring using large language models (LLMs). The goal is to develop a system

that detects issues and delivers human-readable explanations. A custom monitoring system was developed

and integrated with an LLM, using prompt engineering technique to generate structured explanations.

The models successfully interpret log errors and provide additional context. An online survey involving 13

participants confirmed the usefulness of this approach: the system accurately interprets logs and makes

them more understandable for non-experts. As a result, it reduces the time required for incident analysis

and eases the workload of system administrators, especially in critical situations where immediate context

is needed. This work demonstrates a practical application of LLMs in IT infrastructure and shows potential

as a valuable addition to existing monitoring systems.
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1. Introduction

Modern networks are highly complex, layered systems

that must ensure uninterrupted access to crucial ap-

plications and services. It is essential to continuously

monitor the network infrastructure to quickly identify

and prevent potential problems. Monitoring critical

services can prevent an emergency from occurring

and, if they do occur, minimize their consequences

by responding rapidly to faults.

Active network monitoring enables network adminis-

trators to constantly evaluate network health by de-

tecting issues before impacting users, using synthetic

data and real-time component checks [1]. The exam-

ple topology of this method is shown in Figure 1 .

However, while this solution can identify network

problems, it often does not provide a detailed and

understandable explanation to answer the following

questions: “What does this error mean? Why did it

occur? What might be the underlying cause of the

error?” and the like. Existing active monitoring tools

focus primarily on fault detection, but lack advanced

diagnostic capabilities. They typically provide raw

logs or alerts without contextualized explanations.

This work explores methods for improving active net-

work monitoring by integrating explainable diagnostics

through the use of Large Language Models (LLMs).

The aim is to detect network problems and generate

structured and human-readable explanations that help

identify the cause and provide potential recommenda-

tions to solve them.

2. Explainable diagnostics

When analyzing error logs, it is common to see er-

ror codes and short messages of 2-3 words related

to these codes. For example, entries like ’404 Not

Found ’, ’501 Syntax error in parameters or argu-

ments’, ’403 Forbidden’, or ’521 Server does not ac-

cept mail ’ often appear in the server logs and indicate

different types of issues that need to be addressed.

Such messages often require further investigation to

understand the underlying issue.

Explainability is an approach in which the system not

only detects and records errors, but also explains their

causes and provides recommendations for resolution.

In traditional network monitoring systems, diagnos-

tics is often limited to logging events and error codes,

requiring network administrators to manually analyze
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logs and find the cause of problems, a process that

typically requires expert knowledge and significant ex-

perience with the networks architecture and behavior.

Such a process can be labor intensive, especially if

the error occurs irregularly or is related to multiple

factors.

2.1 Application LLM to diagnostics

To obtain the most structured and accurate LLM re-

sponses, the prompt engineering technique is used [2].

This approach consists in generating special queries

(prompts) that guide the model to the desired for-

mat and content of the response. A well-formulated

prompt allows the right results from the model to be

obtained faster and more accurately. When creating

a prompt, additional context, phrases, and clarifica-

tions are provided to help the model understand the

task conditions. Examples of input data and desired

output responses can also be provided. Based on

this prompt, the model analyzes the input data and

generates a response ( Figure 2 ). The more precise

and detailed the query, the higher the probability that

the answer will fully solve the problem.

Taking all this into account, the following require-

ments are formulated for the prompt:

• It should give a brief explanation of what hap-
pened.

• It should classify the problem (or indicate that
everything is working fine).

• It should identify the root cause of the error (if
any).

• It should recommend corrective action (or note
that no action is required if everything works

normally).

2.2 Design of the diagnostic system

For this purpose, a custom monitoring system was

developed and integrated with several LLMs (Gemini

[3], Nous Hermes 2 [4], LLaMa [5]) of choice to allow

the interpretation of log data if there is an error in

the logs (as shown in Figure 3 ).

If Gemini is used as the model, the interaction takes

place through the API. If LLaMA or Nous Hermes 2

is used, the log processing is carried out locally, using

the internal resources of the device. The GPT4All

tool is used to work with locally deployed models.

GPT4All is an open source ecosystem for working

with local LLMs developed by Nomic AI [6].

3. Evaluation of scenarios and results

The work involved experiments in three main scenar-

ios:

• Interpretation of the network log.
• Temperature effect on model behavior.
• Consistency of responses.

A methodology based on expert evaluation was used

to assess the quality of the responses generated by the

LLM models. The goal was to determine how helpful

the responses from the models are, how correctly they

interpret the contents of the logs (including whether

they correctly identify the presence or absence of an

error), and which model performs best in different

scenarios.

An example of a log file containing service errors is

provided in Listing 1 . In this example, the SMTP

service authentication failed and the host was unreach-

able during the Connectivity test. Listing 2 presents

an interpretation of the network log scenario, where

the Gemini model provides a structured response to

the errors in Listing 1 , along with recommended

actions.

4. Conclusions

Response option Most selected (votes, %)
1 – Not useful at all 0 votes (0%)
2 – Slightly useful 0 votes (0%)
3 – Neutral 1 votes (7.7%)
4 – Quite useful 6 votes (46.2%)
5 – Very useful 6 votes (46.2%)

Table 1. Usefulness of using LLMs for interpreting

monitoring results

A total of 13 people participated in the online survey.

They evaluated the responses of the LLMs, compared

them with each other, and selected which model

performed better in various situations. In the end,

the participants also answered a question about how

useful they consider the implementation of LLMs to

work with the monitoring results (see Table 1).

One of the possible deployment scenarios for the pro-

posed system is integration as a chat-based diagnostic

assistant. The LLM could be implemented as a bot

agent in team communication platforms (e.g., Slack,

Microsoft Teams), automatically posting summary

updates every few hours or immediately notifying the

team in case of critical failures with context.

Another improvement is anonymizing logs before send-

ing them to cloud-based LLMs, such as Gemini. Since

this model operates through an external API, the ques-

tion of protecting confidential or sensitive data arises.

For example, fields containing IP addresses, domain

names, or hostnames could be automatically replaced

with neutral values, which would allow the use of

cloud models without the risk of information leakage.



In general, the work demonstrates the potential of us-

ing LLMs for network monitoring diagnostics. The re-

sults obtained and the prototype implemented showed

that the application of LLMs can significantly increase

the informativeness and clarity of the diagnostic re-

sults.
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