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PERSON IDENTIFICATION
VIA EAR BIOMETRICS

Unconventional methods of personal biometrics are gaining popularity not only in academic circles but also in the commercial sphere. This
paper focuses on the human ear as an alternative biometric modality and builds on top of the current trends in ear recognition. In this
paper, we present a method for generating a dataset for ear recognition, and we trained multiple deep-learning models on an existing ear
recognition dataset. Furthermore, we provide a thorough evaluation and comparison of used models and training methods with current
state-of-the-art research in ear recognition.
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Figure 3: Comparison of differential performance due to demographics at the EER
operating point with respect to different demographic subgroups. Comparing
EVA02 models with the best UERC2023 models.

Figure 4: Comparison of the spread of performance due to demographics at
the EER operating point for different models. Comparing EVA02 models with
UERC2023 models.

Table 1: Comparison between different models and training methods on UERC2023 dataset

Figure 5: Comparison between best EVA02 models (red) and UERC2023 models (blue) on
GINI (bias performance) and EER (verification performance). The selected EVA02-Base
models are a new pareto optimal models with best GINI/EER performance.

RESULTS

Figure 1: Training setup structure - individual training
steps differ mainly in input data and loss function

Figure 2: Key point detection and transformation pipeline (a) and
example of transformation of two images during inference (b).
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