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Abstract

Simulation of believable human interaction can strengthen the application of large language models (LLMs)

in computational social sciences and improve the insights and value of market research using AI agents.

In this work, a PerSimChat framework is designed that provides an experimental environment for simulating

multiple human conversations using LLM agents with persona data. Simultaneously, a new approach

is proposed for selecting the order of the agent’s speech called One-By-One Talk with Agent’s Need

to Talk. Empirical studies demonstrate the framework’s performance on many evaluation dimensions,

and the system achieves competitive results with other multi-agent debate systems on reasoning and

mathematics benchmarks.

*xchoch09@stud.fit.vut.cz, Faculty of Information Technology, Brno University of Technology

1. Introduction

The current state of computational social sciences

lacks a credible tool for modelling and simulating be-

lievable human behaviour and interaction between

multiple personas. Using AI agents to represent mul-

tiple personas, current state-of-the-art solutions lack

the realness of conversation and agents’ personalities,

supporting more than two personas in a discussion.

Thus, a new framework is needed, which captures the

naturality of a human conversation using real persona

data, the credible order of more than two speakers,

and modelling the human brain’s cognitive functions.

In this work, we propose a new framework called

PerSimChat for the simulation of multiple personas

communication, thus with free discussion and group

debate with a consensual solution.

2. Related Work

The recent work can be classified into two groups,

whether they use Multi-Agent Debate (MAD) archi-

tecture or, on the other hand, in some form, contain

multi-agent free discussion.

In MAD [1], the multiple agents generate the answer

simultaneously in so-called rounds. Many works were

created in connection with [1], namely MAD with

Sparse Topology [2], MAD with Judge [3], ReCon-

cile [4], ChatEval [5], and CMD [6].

In summary, the MAD architecture does not corre-

spond to how the real personas discuss with each

other. Based on that, more natural approaches were

proposed. Closest to our criteria is the AutoGen [7, 8]

library and SOTOPIA [9] with CAMEL [10] frame-

works. However, these works do not support more

than two agents’ discussion, usage of real persona

data, speakers’ order naturalness, or modelling brain

cognitive functions simultaneously.

In terms of cognitive functions, the most advanced

designs were introduced in Generative Agents [11],

Humanoid Agents [12], and MetaAgents [13] which

use cartoon agents and their interactions in the game

environment. Other tools containing discussion are

ChatDev [14] and MetaGPT [15] for programming,

and AutoAgents [16] for general tasks.

3. PerSimChat Framework

In this work, we propose a new framework called

PerSimChat to simulate the persona conversation.

The approach of how this tool can be used is that for

selected personas, conversation types, and provided

tasks, personas naturally converse with each other.

Our work looks at discussion from two perspectives

of conversation types: Free Discussion and Group

Debate.

In free discussion, the personas converse in a standard

manner for a predefined maximum number of mes-
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sages. In a group discussion, the goal is to reach a

final group consensus. In this type of communication,

the independent judge model is added to analyse the

group consensus and provide the final answer.

The PerSimChat framework introduces a new con-

cept of speaker order selection with the One-By-One

Talk with Agent’s Need to Talk approach. After

each message, the conversing personas generate the

need to talk scores. Based on these scores, the next

speaker is selected. Also, for this we support two

approaches: Maximum Likelihood and SoftMax. In

Maximum Likelihood, the persona with the highest

need to talk score is chosen. The SoftMax works

similarly to how the large language models (LLMs)

select the next word in an output stream. With that,

we can optionally force the speaker not to repeat

twice in a row.

Other benefits of our solution are in the following

terms: (1) we use real persona data or artificially gen-

erated (name and surname, description, characteris-

tics, and traits), (2) including the concept of agent’s

emotional state, (3) agent’s planning and reflection,

(4) short-term and long-term memory concept with

memory consolidation, (5) we take into account the

persona relationships and social goals, (6) for group

debate judge we also make available the persona ar-

chitecture (including memory model with planning

and reflection), and finally (7) we created an user

interface to increase the usability of our tool.

4. Experimental Evaluation

The PerSimChat framework was tested with four

evaluation scenarios, three for free discussion and one

for group debate.

For group debate, we compared the tool with the ex-

isting solutions for a MAD architecture design. In this

manner, we evaluate PerSimChat on four bench-

marks, including two commonsense and two math.

These are: (1) StrategyQA [17], (2) ECQA [18],

(3) GSM8K [19], and (4) AQuA [20].

Although our framework’s primary purpose is not to

achieve the best scores in the reasoning and math-

ematical tasks, but to simulate the natural human

conversation, our work achieves competitive results

with other frameworks. Due to computational costs,

testing was provided within three rounds using the

OpenAI1 gpt-4o-2024-08-06 model from Azure AI ser-

vices2, with a random subset of 30 tasks providing the

1https://openai.com/
2https://azure.microsoft.com

mean and standard deviation. The PerSimChat frame-

work achieves 71.7±9.6 on Strategy QA, 60.0±6.7
on ECQA, 88.9±5.1 on GSM8k, and 77.8±13.5 on
Aqua benchmarks.

For the free discussion, first, the evaluation was made

in the so-called dimension when a single LLM (gpt-4-

turbo-2024-04-09) is prompted to evaluate the con-

versation. The PerSimChat framework outperforms

the other two baseline solutions (single LLM con-

versation generation and baseline created with the

AutoGen library [7]) in believability, credibility, con-

tent depth and relevance while achieving satisfactory

results in other dimensions. For the conversation

closure dimension, due to constraining the maximum

number of messages, the single LLM still wins over

the AutoGen and PerSimChat solutions. By replac-

ing the GPT-4o model with the Lakmoos model and

system, we can see the improvement in PerSimChat

performance in most dimensions.

Secondly, the systems were compared in a pair-wise

evaluation with the FairEval tool [21]. Similarly to

the first comparison, the Lakmoos model and system

outperform the GPT-4o model. Also, the Mistral AI3

Mistral Small model wins over the GPT-4o model.

Comparing PerSimChat with the AutoGen baseline,

while achieving slightly better results, the performance

is comparable.

Lastly, on multiple simulation tasks, the use case

study was provided, highlighting the pros and cons of

our solution.

5. Conclusions

This work proposes the PerSimChat framework for the

simulation of believable human conversation. With

that, we created a new approach of selecting the

speaker order — One-by-one Talk with Agent’s Need

to Talk. We compared this tool’s two possible use

cases, the free discussion and group debate, with

other available tools and baseline solutions. Our

tool achieves better scores on naturalness dimensions

in these experiments. With that, the user interface

was created to increase the usability of the PerSim-

Chat framework.
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Ph.D., for his help and expert guidance. I also thank
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