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Summary (at fixed 200ms latency):
Mimi - 46% relative error reduction
label delay - 32% relative reduction
Efficient integration for speechLLM

Mel Spectrogram ~ 80 kbps  🙁🙁🙁 Mimi [1] - neural audio codec ~ 1.1kbps 🙂🙂🙂

Label delay training - latency / error tradeoff
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Fig 3: Label delay

Fig 4: Prediction visualisation

Fig 6: Results with label delay training 

Fig 5: Baseline vs Mimi features 

Integration with Speech LLM - Moshi [1]

Endpointer - latency vs error

Fig 7: Results with speech LLM

Fig 8: Error locations with and without label delay

Endpointing: when did a speaker stop speaking?

https://www.mathworks.com/help/audio/ref/melspectrogram.html

