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<<< TRAnsformers >>> 

the DETEction of malicious domains

CHALLENGE SOLUTION

E�ective malicious domain detection using 
current machine learning techniques 
demands significant expert knowledge for 
feature engineering, a time-consuming 
process that attackers continuously exploit.

The Transformer model trains directly on raw 
domain text, removing the need for manual, 
time-consuming feature engineering.
It adapts quickly to new threat patterns and 
delivers high-accuracy, real-time detection.

DATASETS

1.33 M labeled domains

DGA
(DGArchive)

230 k

Phishing
(PhishTank, OpenPhish...)

164 k

Malware
(MISP, ThreatFox...)

101 k

Benign
(CESNET + Cisco)

830 k

NES@FIT

RESULTS  (F1-scores)

RDAP 95% 98% -

DNS 95.6% 97.7% -

Geo Data 95.3% 97.8% -

Domain
name 89% 93% 98.6%

Malware Phishing DGA

CONTRIBUTIONS

Feature-less Design Enables Easy 
Automation for Learning New Threats.

Achieved State-of-the-Art Accuracy in
Malicious Domain Detection

Experimentally Selected the Best 
Lightweight Transformer Architecture. 

Experimentally Determined Optimal
Tokenizer (Pre-trained, N-grams,
Character-level Tokenization).
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