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Abstract

Colorectal cancer is one of the most common malignancies worldwide, with early detection being critical

for successful treatment. This work focuses on the development of interactive polyp segmentation and

tracking models for both images and videos to assist real-time colonoscopy procedures and efficient data

annotation.

The proposed solution involves training classical segmentation models (U-Net, U-Net++) and fine-tuning

the recently released foundational model SAM2 on proprietary medical data. For image segmentation,

different image encoders were evaluated, while for video tracking, a specialized fine-tuning strategy was

designed to handle sparse ground-truth annotations. Performance is assessed using standard segmentation

metrics such as IoU and F-score.

The results show that classical models and SAM2 achieve comparable performance on public datasets,

reaching an F-score of 95% and an IoU of approximately 92%. Fine-tuning SAM2 demonstrates its

flexibility to adapt from open-world segmentation to specialized medical applications.

This work highlights the potential of adapting strong foundational models like SAM2 for the medical

imaging domain, inspiring further research. Moreover, the developed models are planned to be integrated

into MAIA Labs annotation tools and can assist in future downstream tasks.
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1. Introduction

Colorectal cancer is the second most common ma-

lignancy in Europe, the third worldwide, and also

the third most frequent cancer in the Czech Re-

public. Early detection significantly improves the

chances of successful treatment, which is why a

nationwide colorectal cancer screening program has

been implemented in the Czech Republic since 2014.

Colonoscopy remains the most reliable method for

early detection, as it enables both identification and

removal of precancerous polyps. To support real-time

assistance during colonoscopy and efficient annota-

tion of new data, interactive polyp segmentation and

tracking models are being developed, enabling also

downstream tasks such as polyp size measurement

and long-term tracking and classification.

This work addresses the problem of interactive col-

orectal polyp segmentation in both static images and

video sequences. The goal is to develop methods

that can accurately delineate the shape and location

of polyps in both images and video sequences from

the colon and rectum. A reliable segmentation model

should be robust across different imaging conditions,

generalize well to unseen data, and provide precise

boundaries around the polyps. The performance of

the solution will be evaluated using standard metrics

such as Intersection over Union (IoU) and the Dice

coefficient.

The proposed solution involves training various seg-

mentation models for interactive image segmentation

and video tracking using data provided by MAIA Labs1.

The work compares a classical approach, based on

models like U-Net and U-Net++, with the fine-tuning

of the recently released foundation model SAM2, orig-

inally developed for open-world segmentation tasks.

In this work, models were trained on proprietary data,

focusing on interactive polyp segmentation in images

and videos. The recently released SAM2 model was

fine-tuned for these specialized tasks, demonstrat-

ing its potential as a strong foundational model that

can be adapted far beyond open-world segmentation.

The results highlight the flexibility and robustness

of the SAM2 architecture, suggesting that it can
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be effectively fine-tuned for medical imaging applica-

tions as well, potentially inspiring further research in

this direction. Moreover, the developed models are

planned to be integrated into MAIA Labs’ annotation

tools and can support various downstream tasks, such

as automated dataset creation and model-assisted

labeling.

2. Proposed method

The proposed solution consists of two parts: inter-

active polyp segmentation in images and interactive

polyp segmentation and tracking in video sequences.

For interactive image segmentation, a classical ap-

proach based on U-Net [1] and U-Net++ [2] archi-

tectures from Segmentation Models PyTorch [3] was

first employed. To maximize data utilization, random-

ized online augmentations of both the dataset and

prompts were applied during training. The training

dataset contains 19,303 images. The models take a

4-channel input — the RGB image concatenated with

a binary mask representing the user-provided bound-

ing box. Various image encoders were experimented

with during development; however, the MiT-B2 [4]

encoder for U-Net and the ResNet34 [5] encoder

for U-Net++ achieved the best performance. Both

encoders are pretrained on ImageNet.

Subsequently, the Segment Anything Model 2 (SAM2)

[6] was fine-tuned under the same conditions. SAM2

takes the RGB image as input, along with bounding

box coordinates provided to the prompt encoder. For

fine-tuning, the sam2.1 hiera tiny.pt checkpoint

was used. Various fine-tuning configurations were

experimented with, and the best results were achieved

when all model components — the image encoder,

prompt encoder, and mask decoder — were fine-tuned

together.

For interactive segmentation across videos, a tra-

ditional approach combining polyp detection (or a

user-provided bounding box), a tracking algorithm,

and the previously developed interactive segmenta-

tion models is compared to fine-tuning SAM2 for

interactive video polyp segmentation and tracking.

The SAM2 model incorporates memory modules that

handle object tracking across frames. For fine-tuning,

the

sam2.1 hiera tiny.pt checkpoint was used. The

fine-tuning process is specifically tailored to the pro-

vided dataset, which contains sequences with sparse

polygon mask annotations. During training, the model

is given an initial bounding box, and the entire video

sequence is processed. The loss is computed only on

the last frame of the sequence, where the correspond-

ing polyp segmentation mask is available.

3. Results

For the image models, the results were very close to

each other; all models achieved an F-score of 95%

and an IoU of approximately 92%, which suggests

that the models are limited by the precision of the

training dataset. The models were evaluated on the

public Kvasir-SEG [7] and CVC-ColonDB datasets

[8]. The best performance was achieved by U-Net,

closely followed by SAM2.

For video evaluation, I am currently creating a testing

dataset by manually annotating video sequences from

colonoscopy recordings. The classical approach will

be compared to the SAM2 video model by computing

the IoU and F-score metrics over time, in order to

evaluate how well the methods are able to track and

segment polyps.

4. Conclusions and future work

This work focuses on developing and evaluating in-

teractive polyp segmentation models for both images

and videos.

Currently, the evaluation of video segmentation mod-

els is in progress, based on a manually annotated

testing dataset. Future work will include a detailed

comparison between the classical approach, combin-

ing detection, tracking, and segmentation, and the

fine-tuned SAM2 model for video tracking and seg-

mentation. The performance will be assessed by ana-

lyzing IoU and F-score metrics over time to evaluate

tracking stability and segmentation accuracy.

The developed models are planned to be integrated

into the MAIA Labs annotation platform, where they

will assist in interactive labeling, automated dataset

creation, and other downstream tasks, ultimately

contributing to improved efficiency and quality in

the development of diagnostic tools.
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