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Abstract

We address the gap between heterogeneous industrial protocols and BI platforms by designing a modular

IIoT pipeline in line with Industry 4.0 principles [1]. Our .NET microservices run in Docker, communicate

via gRPC, and use interchangeable adapters for MQTT, OPC UA, Modbus, and AMQP to normalize time-

series data into TimescaleDB [2, 3]. A Next.js dashboard visualizes real-time metrics and logs and allows

for changes in system-wide configuration. The system design aims for low latency, high throughput, and

reliability in industrial environments, potentially reducing integration complexity for industrial applications.

This blueprint bridges edge data capture with analytics and digital twins [4].

Faculty of Information Technology, Brno University of Technology

xfrajk00@stud.fit.vutbr.cz

1. Introduction

Industrial facilities generate vast amounts of sensor

and machine data, yet translating raw signals into

actionable insights remains challenging. Existing plat-

forms either target cloud-only workflows or vendor-

locked architectures, leaving a ”gap” for a lightweight,

modular on-premise solution. We propose a data pro-

cessing module that collects, normalizes, and routes

time-series data from PLCs, HMIs, and databases

into analytics engines or external archives. Our de-

sign emphasizes low latency, protocol flexibility, and

seamless integration with business-intelligence tools.

As manufacturing systems become increasingly con-

nected in the Industry 4.0 era [5], there’s a critical

need for middleware that can handle the heterogene-

ity of industrial protocols while offering standardized

data outputs. The IIoT ecosystem requires not just

connectivity but also proper data management to

enable broader integration with enterprise systems

[6]. Our module functions as this essential bridge,

operating at the edge computing layer to provide low

latency, reliable data processing before transmission

to cloud or on-premise analytics platforms [7].

2. System Architecture

Figure 6 shows the high-level concept: input, core,

and output microservices communicate via gRPC.

Adapters encapsulate protocol logic for protocols like

MQTT, OPC UA (already implemented) and Modbus

or direct DB connection (planned). Data flows into a

TimescaleDB instance within the core, then is served

to external systems via a REST-based output module.

A Next.js Web App provides a dashboard for adapter

status, sensor charts, and system logs ( Figure 3–5 )

and is used as a configuration hub.

The architecture follows a clear separation of con-

cerns, with each component handling distinct respon-

sibilities Figure 7 :

• Input Module: Manages the protocol adapters
and initial data ingestion, with specialized han-

dlers for each protocol’s specifics.

• Core Module: Contains shared data models,
interfaces, and database contexts, ensuring con-

sistency across the ecosystem.

• Output Module: Exposes REST APIs and han-
dles data synchronization with external systems.

• TimescaleDB: Specialized time-series database
that outperforms traditional RDBMSs for IoT

data workloads

We chose microservices and containerization to ensure

independent scalability and resilience, critical require-

ments for industrial applications where downtime is

costly [8].
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3. Implementation

• Microservices in .NET 8: each module runs in
a Docker container for portability and version-

ing.

• gRPC communication: ensures high through-
put and low inter-service latency.

• TimescaleDB: optimized storage and querying
of time-series sensor data.

• Adapters: structured via a common interface,
each handling basic operations like connection,

initialization and data handling and mapping.

• Web App: built on Next.js 15 + TypeScript
+ Tailwind/shadcn/ui; uses React Query and

Recharts for real-time dashboards.

Our implementation distinguishes itself from other

IIoT solutions through its flexible adapter architecture.

Each protocol adapter implements a common inter-

face while encapsulating protocol-specific behaviors,

allowing new protocols to be integrated with mini-

mal changes to the core system [9]. This approach

facilitates the evolution of the system as industrial

communication standards evolve.

Data persistence leverages TimescaleDB’s hypertable

functionality for automatic data partitioning and effi-

cient time-based queries. This allows the system to

handle high-frequency sensor data without degrada-

tion in query performance [10]. For data reliability, we

implement batched writes with transaction support

and automatic retry mechanisms.

4. Results

The BP-IIoT module was designed for deployment on

edge servers in industrial environments.

• Modularity: The system demonstrates effec-
tive separation between input adapters, core

processing, and output interfaces, enabling in-

dependent development and maintenance.

• Protocol Support: The implemented MQTT
and OPC UA adapters successfully process stan-

dard industrial protocol messages into a unified

data format.

• Configuration Management: The system pro-
vides a unified configuration system that main-

tains consistency across distributed components

and supports runtime reconfiguration.

• Integration: The standardized interfaces and
protocol adapters reduce the need for custom

integration code when connecting to industrial

systems.

During development, collaboration was established

with AGEsoft s.r.o., which provided feedback and

testing support. The company evaluated the sys-

tem using their MQTT and OPC UA simulators in

controlled environments. AGEsoft provided positive

feedback regarding the system’s architecture and po-

tential utility, particularly appreciating the modular

design and unified configuration interface. They plan

on using the system in their upcoming projects abroad

Figures 1 and 2 .

The system architecture supports scalability through

its microservices design and containerized deployment

model. Database performance is optimized for both

real-time dashboard visualization and historical data

queries using TimescaleDB’s specialized time-series

capabilities.

Integration testing confirmed that the standardized

interfaces facilitate connection to existing industrial

systems. The implementation of protocol-specific

adapters within a common framework demonstrates

the feasibility of the architectural approach for indus-

trial IoT applications.

While comprehensive performance benchmarking in

production environments remains part of future work,

initial testing indicates the system provides a viable

foundation for industrial data collection and process-

ing applications.

5. Conclusion

We delivered a complete, open-architecture IIoT data

processing module that meets industrial requirements

for flexibility, performance, and ease of deployment.

Our containerized microservices and interchangeable

adapters allow rapid proof-of-concept and production

rollouts. Future work includes adding AI/filtering

modules and richer security policies (TLS, RBAC) to

meet evolving standards.
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