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Abstract

This paper focuses on Multi-Camera People Tracking task, which is one of the challenges issued by AI City

Challenge. The aim is to process provided camera records from different locations and track pedestrian

movement across these cameras. An offline framework consisting of three main stages if proposed: (1)

generation of single-camera tracklets through pedestrian detection (along with keypoint estimation) and

appearance feature extraction, (2) refinement and completion of tracklets using appearance features and

strategies to reduce identity switches, and (3) inter-camera association via global ID assignment leveraging

appearance features. Additionally, a model trained on detected body keypoints is employed for ground

position estimation. The solution was evaluated in the AI City Challenge MTMCT Track 1 in the previous

year, achieving a Higher Order Tracking Accuracy (HOTA) score of 31.52%, thereby establishing a baseline

for multi-camera pedestrian tracking that the future work can extend.
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1. Introduction

Multi-Target Multi-Camera Tracking (MTMCT) is a

challenging task in computer vision, where the aim

is to track multiple objects across multiple cameras.

Algorithms being developed to handle such tasks need

to address challenges such as changes of appearance

due to light conditions or object occlusions, which may

lead to identity switches, resulting in decreased track-

ing precision. The pedestrian multi-camera tracking

result can be further utilized for tasks such as crowd

analysis.

This paper takes part in the AI City Challenge [1]

benchmark, specifically in the issued challenge Track 1,

where the researchers are given a dataset consisting

of roughly 1,300 camera recordings that capture var-

ious environments (called scenes), where each envi-

ronment is a standalone multi-camera subset, each

subset containing from 9 up to 16 camera recordings.

While some teams [2] work on approaches like cluster-

ing to refine appearance features, to further improve

a common MTMCT pipeline that utilizes detection,

re-identification, single-camera tracking and multi-

camera matching, other teams experiment with other

approaches, like Yoshida et al. [3], that perform single-

camera tracking by clustering detected pedestrians

based on their appearance and with further refine-

ment of such clusters, this solution achieved highest

HOTA score of 71.94%. Other teams, like Wang et

al. [4], fully utilize information about camera calibra-

tion by projecting multi-camera views into a unified

Bird’s-Eye View (BEV) representation and perform

detection and tracking in the BEV space.

This paper proposes an offline framework consisting

of three stages to deal with the MTMC tracking

problem. Firstly, we generate single-camera tracklets

and extract appearance features. Secondly, we per-

form refinement extracted tracklets to reduce identity

switches. Finally, we perform inter-camera associa-

tion by using appearance features. For the estimation

of the ground position for each person, we trained a

regression model with the detected body keypoints

as input.

The contributions are as follows. Implementation of

an offline multi-stage MTMCT pipeline, integration

of keypoint-based ground position estimation method

utilizing the YOLOV8x-pose model’s output, and ex-

ploration of re-identification (ReID) performance on

a person ReID dataset, that was created using the

train subset of AI City Challenge MTMCT dataset.
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2. Proposed Pipeline

Figure 1 illustrates the multi-stage MTMCT pipeli-

ne. Videos of a given scene, found in the provided, syn-

thetically generated AI City Challenge (AICC) dataset,

are first processed by the YOLOv8x-pose [5] detec-

tion model, resulting in detections and keypoints on

output. The keypoint information is then used to

estimate the position of the pedestrian on the ground.

Detection information is used for feature extraction.

For feature extraction, we experimented with two

main models in the submissions osnet x1 0 model by

Zhou et al. [6], and the CLIP model by Radford et

al. [7]. Detections and ReID features are then passed

to the tracking algorithm, where we again tried two

different trackers, ByteTrack [8] and Bot-SORT [9].

Now that we have single-camera tracklets, we refine

them in order to reduce identity switches. For this,

we utilize information about the closeness of tracked

bounding boxes in each frame, which we store in

the single-camera tracking stage. Whenever track-

lets were closer than given threshold, implying that

identity switch could have occurred, we check the

similarity of identity vectors to confirm and correct

such cases. The refined single-camera tracklets are

then matched together across cameras based on their

appearance similarity, producing the MTMCT result.

3. Re-ID Dataset

In both the synthetically generated dataset and real-

world environments, there is an occurrence of people

of similar appearance, making it difficult to correctly

assign identities due to the similar feature distance.

To address this issue, we created the pedestrian ReID

dataset from the provided AICC dataset. While cre-

ating a ReID dataset, we found that same pedes-

trians have different IDs assigned when they appear

in more than one scene (MTMCT subset). Since

having the same person labeled with different ID is

not correct in ReID datasets, we used the afore-

mentioned osnet x1 0 model to group most similar

pedestrians and then manually assigned correct IDs

to such pedestrians. Figure 2 shows a few samples

from the created dataset, which contains 429 unique

identities in total.

4. Increasing Inter-Class Separability

Figure 3 shows separability between positive and

negative pairs (intra-class and inter-class) of differ-

ently trained osnet x1 0 models, with (a) being a

model pre-trained by the authors on Market-1501 [10]

dataset with softmax loss function for 60 epochs.

Models (b) and (c) were trained for 60 epochs on

the created ReID dataset, where model (b) has been

trained with circle loss and (c) with softmax loss. The

graphs of these two models show increase in inter-

class separability, promising improvement in feature

vector matching.

5. Activation Maps

Figure 4 shows an example output with visualized

activation maps of the models described in Section 4.

The images are from the testing subset of the created

ReID dataset, and thus none of the models were

trained on them. Based on this output model, (c)

shows activation both on person’s head and clothing,

which often provides crucial details that help with

correct recognition.

6. Conclusions

Although this paper does not achieve state-of-the-art

performance, our solution provides a baseline of the

MTMCT pipeline, and we hope to further improve the

resulting score by using the improved ReID models in

this years’ AI City Challenge that has been delayed

for this year.
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