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Abstract

This work is about dialect identification (DID) and langauge identification (LID) using large pre-trained

self-supervised (SSL) models such as WavLM.

We adapt a WavLM Base+ model via multi-headed factorized attentive pooling (MHFA) and fine-tune it

sequentially on both VoxLingua107 and the NAKI Czech dialect dataset.

Our best model achieves 80.3 % accuracy on the four main dialect groups and 77.1 % on the 13 dialect

subgroups, outperforming previous ECAPA-TDNN baseline. Note that the performance of the model is

dependent on the dataset and NAKI still requires more data cleaning.

This project is part of the NAKI program and will support future research to preserve, archive, and protect

Czech regional dialects by demonstrating effective neural approaches for fine-grained dialect recognition.
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1. Introduction

Motivation: Czech dialects form an integral part

of national and cultural identity, yet automatic tools

for their recognition remain underdeveloped. Accu-

rate dialect identification aids in preserving linguistic

heritage and could enable dialect-aware speech tech-

nologies.

Problem definition: We address automatic recogni-

tion of 13 Czech dialect subgroups in 4 main regional

groups, using only raw audio from long, variable qual-

ity interviews between single or several respondents

(target group) and interviewers (considered noise).

Existing solutions: Prior work in LID leverages con-

volutional networks (ResNet) or TDNN back-ends

(ECAPA-TDNN [1]) trained from scratch on large

corpora. Self-supervised models (e.g. WavLM [2])

show promise in LID but have not been applied to

fine-grained dialect tasks.

Our solution: We employ a self-supervised WavLM

Base+ [2] frontend, attach a multi-head factorized

alert (MHFA) pooling backend [3], and first fine-

tune the model as LID classifier of the 107-language

VoxLingua107 [4] dataset, then do domain adaptation

and train the model as dialect classifier (discarding

the last projection layer) on the NAKI Czech dialect

dataset (the data set is not open, but has an extensive

overview in the following methodology [5]).

Contributions

• Achieving a LID accuracy of 94.97 % on VoxLin-
gua107 dev dataset, which is better than the

freely available models in HuggingFace [1].

• Achieving overall 77.12 % acuraccy for dialect
subgroups identification on the NAKI dataset.

• Pre-processing of the ”raw” NAKI dataset (data
exploration, cleaning, dataset splitting, etc.).

2. Language & Dialect Identification

The task of language identification (LID) does not

need an introduction; however, dialect identification

(DID) is a captivating challenge that has not yet been

fully explored. DID systems aim to preserve the local

linguistic heritage and enable truly personalized speech

technologies. Just consider how the communication

speech patterns of a Moravian speaker differ from

those of a Bohemian, or more generally, how any

dialect speaker in your chosen language brings unique

nuances and requirements.

The focus of this work is on the Czech dialects that

are divided into 4 main groups and 13 subgroups

of dialects, as shown on the map of Czech dialects

in Fig. 1 [6]. From 1960 there was an ongoing

effort to collect dialectological data by the Institute

for Czech Langauge (UJČ) which still continues. See

the jamap.cz for more information.
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The data were gathered through various environments

and with varying recording devices. They consist

of audio recordings between single interviewers or

many interviewers and respondents. Typically, the

session lasts several minutes (+20 on average) and

the dataset has 1,711 recordings (number is still grow-

ing) of around 440 hours of speech data. Additionally,

the interviewer is considered to be speaking with

non-target dialect, and thus unfortunately polute the

recordings.

This makes the dialect dataset, NAKI, both low re-

source and quite challenging to work with. However,

the proximity of the DID to LID enables us to elevate

large language datasets such as VoxLingua107 which

has an order of magnitude more speech data. We use

this data set to initially fine-tune the model for the

LID task on VoxLingua107 and then perform domain

adaptation on the NAKI dialect dataset.

3. Data cleansing

The NAKI data set is quite problematic for auto-

mated processing as described in Section 2. Thus, we

detected and mutted overlapped segments, and per-

formed diarization with Pyannote [7, 8]. We remove

the least-speaking person with a simple heuristic that

they should let the respondent speak more. The result

of total and filtered speech is in Fig. 2 showcasing

yet another problem of inbalanced classes.

4. Model Description

For our problem, we decided to use the large SSL

pre-trained model, WavLM Base+. This model has

already ”heard” large amounts of speech and cap-

tures various levels of information per layer as shown

in Fig. 3 . Adapting only the last layers works well

for automatic speech recognition (ASR); however, for

tasks like speaker identification (SID), it is better to

pull information from the lower layers [3]. We experi-

mented with what is the best for LID in Section 6.

5. Model Training

The model training consists of fine-tuning the SSL

model on the LID (20 epochs) task using the VoxLin-

gua107 dataset, followed by domain adaptation for

DID on NAKI data (20 epochs) as shown in Fig. 4 .

We also experimented with training solely on NAKI

data. We trained the models with WeSpeaker [9], and

used well-established techniques such as SGD with

weight decay, learning-rate scheduling with warm-up,

additive angular margin (AAM) softmax loss, data

augmentation via MUSAN [10] noise and RIR [11]

reverberation corpora, and layer-wise learning-rate de-

cay. We trained both back-end and front-end models.

6. Experiments & Results

For LID fine-tuning, we achieved best performance

with the WavLM model, MHFA back-end, and soft-

max (SM), Angular Softmax (AS) loss. The preci-

sion in VoxLingua dev is around 94,9 %, as shown

in Table 1 . This beats other freely available LID

models [1].

The best models for the domain adaptation were for

further training on NAKI data. The best overall per-

formance was achieved with VoxLingua107 training,

then NAKI, accompanied by MHFA backend + SM

or AS. However, as shown in Fig. 5 , the model with

the SM loss function places more weight on layers

very close to the embeddings after the CNN encoder.

This is very close raw audio and hints at overfitting,

thus we consider the model with AS loss to be more

robust.

The summary of the accuracy for the different di-

alects in Fig. 6 demonstrates that the model has

great accuracy in the dialects with more recordings.

However, it performs poorly in certain dialects, such

as Walachian with 35 % accuracy. This is either due

to the lack of proper data, or they might be stronger

similarity between the Walachian and Kopanice re-

gions.

7. Conclusions

We demonstrate that large self-supervised models,

when paired with attentive pooling and sequential

fine-tuning, work well for fine-grained Czech dialect

recognition. Our adapted WavLM achieves accu-

racy 77.12 % for dialect subgroups identification, a

substantial improvement over conventional baselines.

However, the dataset still requires further work to

be done, namely the interviewers speech filtering, as

described in Section 3. As part of the NAKI program,

this work lays the groundwork for robust dialect-aware

speech technologies and contributes to the preserva-

tion and study of Czech linguistic diversity.
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