SYSTEM FOR AUTOMATIC RECOGNITION
OF CZECH DIALECTS

author: &f5¢. Ondig Odelnal

Supervisor: jﬂgp @/afzz% @W .@ﬁ@

ABSTRACT: Using large self-supervised pre-trained

neural models for from raw audio with
aid of language identification datasets. Part of ongoing NAKI
program focused on national and cultural identity heritage.

Langueges dataset — VoxLingual07

+ Large dataset for training LID models.

* Short recordings extracted from YouTube.
+ 107 world languages.

+ Around 6600 hours of speech.

LANGUAGE
AUDIO
DATA

Czech dialect dataset —
Interviewers & respondents conversations.

DIALECT
AUDIO
DATA

Dates back to 1960. Various quality.
Average recording session 22 min 15 sec

Actively ongoing —»
data collection!

Around 440 h of speech from 1741 recordings.

Total audio & speech length per dialect subgroup.
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MODEL DESCRIPTION

Flg 3: Pre-trained Foundational Model.
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Table 1: Results of various backends with different loss functions. Models trained on VoxLingua107.

Train. Accuracy Test Accuracy

Model Name Backend Loss VoxLingual07  VoxLingua dev
(%) (%)
ECAPA-TDNN* - - - 3.3
XLSR-300M-wav2vec” - - - 94.4
WavLM Last ASTP Softmax 1.9 23.8
WavLM LWAP mean Soffmax 1.8 3.6
WavLM MHFA AAM' 87.5 3.4
WavLM MHFA AS? 03.2 94.9
WavlM MHFA Softmax Q2.7 94.97

TAAM: Angular Additive Margin Softmax Loss

2AS: Angular Softmax Loss * models from hugging face

DIALECTS — DOMAIN ADAPTATION

WavLM with MHFA backend trained & evaluated on NAKI dialect subgroups.

Test Accuracy

Model Training Loss NAKI (%)
20 epochs VoxLingua107 AS' 76.94
+ 20 epochs NAKI Softmax 77.12
100 epochs NAKI Softmax 76.40

TAS: Angular Softmax Loss

Keys and values of MHFA frontend per WavLM Layer for AS & Softmax loss.
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(a) WavLM with MHFA and AAM 0.0 margin (b) WavLM with MHFA and Softmax
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SSL (self-supervised learning)
training on huge datasets

DATA CLEANSING

» Overlapping speech detection.

» VAD & speaker diarization.

» Interviewer detection heuristic:
"The least speaking person.”

Self-supervised
pre-trained model

+WavLM Base+ SSL model frontend.
* Trained on 94k hours of speech.

+ Masked speech prediction.

+ Adapted with MHFA backend.

Lower layers are better for
speaker identification task.

Fine-tuning &
Domain Adaptation

* Training as classifier.
» Adapting with MHFA backend.

Fine-tuned model
on language data

Domain adaptation for
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Adapted model
on
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DIALECTS CENTRAL ‘EASTERN
MORAVIAN MORAVIAN
DIALECTS DIALECTS
Northeastern Bohemian 1-1 0.00 0.00 0.00 0.00]0.05 0.00 0.00 0.00 0.00
(669 minutes)
Central Bohemian 1-2 } ) 4 0.00 0.00 0.00 0.00]0.00 0.00 0.000.00 0.00
(549 minutes) 0.8
Southwestern Bohemian 1-3 § - 9 0.00 0.06 0.00 0.00]0.00 0.00 0.00 0.00 0.00
(705 minutes)
Bohemian-Moravian 1-4 15 5 ¢ 99 0,03 0.01 0.11 0.00{0.10 0.01 0.06 0.02 0.00
(198 minutes)
Central Central-Moravian 2-1 ' 0 59 0.07 0.01 0.01 0.11§0.00 0.03 0.010.02 0.00
(256 minutes) 0.6
Southern Central-Moravian 2-2°_, 15 59 .04 0.01]0.02 0.0500.01 0.03 0.040.00 0.00
(478 minutes)
Western Central-Moravian 23 _ o5 009 0.00 0.02 J0.19 0.18 [ixd 0.000.03 0.00 0.00 |0.00 0.00
(152 minutes)
Bastern Central-Moravian 22, 01000 0.00 0.05[0.18 0.26 0.00 0.32{0.07 0.01 0.08 0.03 0.00 - 0.4
(203 minutes)
Southern Eastern-Moravian (Moravian-Slovak) 3-1'_ 000 0.00 0.00 0.00 0.02 0.01 0.01 0.00 0.00 0.05}0.08 0.00
(1491 minutes) ' ' ' ' ' ' ' . . . .
Northern Bastern-Moravian (Walachian) 32 444 09 0,00 0.01 0.04 0.01 0.00 0.10]0.01 035 037]0.12 0.01
(229 minutes)
Ropanice Region 3-3 _ 65 09 0.00 0.00 0.00 0.00 0.00 0.00}0.07 0.01 [ER 0.00 0.00 - 0.2
(48 minutes)
Silesian Moravian 4-1_ 55 606 0.02 0.00 0.00 0.03 0.00 0.00 0.01 0.02 0.01 [IRN
(458 minutes)
Sﬂesﬁg?ﬁiﬁt‘éj-o.oo 0.00 0.00 0.00 0.01 0.00 0.02 0.01 0.00 0.07 0.020.25
1 1 1 | 1 1 1 1 1 1 1 _00
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Accuracy heatmap for each dialect subgroup evaluted on Test part of the
for WavLM trained on 20 epochs of VoxLingual107 & 20 epochs of
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