
Czech dialect dataset —  NAKI
Interviewers & respondents conversations.
Dates back to 1960. Various quality.

Average recording session 22 min 15 sec 

Around 440 h of speech from 1741 recordings.

Actively ongoing
data collection!

Langueges dataset —  VoxLingua107
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Results of various backends with di�erent loss functions. Models trained on VoxLingua107.
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Table 1:

WavLM with MHFA backend trained & evaluated on NAKI dialect subgroups.Table 2:

* models from hugging face

Reference map of Czech dialects with 4 main dialect groups & 13 dialect subgroups.Fig 1:

Self-supervised
pre-trained model

Fine-tuning &
Domain Adaptation

WavLM Base+ SSL model frontend.
Trained on 94k hours  of speech.
Masked speech prediction.
Adapted with MHFA backend.

Training as classifier.
Adapting with MHFA backend.

Overlapping speech detection.

VAD & speaker diarization.
Interviewer detection heuristic:
"The least  speaking person."

Total audio & speech length per dialect subgroup.Fig 2:

Diagram of the model trainingFig 4:

Keys and values of MHFA frontend per WavLM Layer for AS & Softmax loss.

Large dataset for training LID models.
Short recordings extracted from YouTube.
107 world languages.
Around 6600 hours of speech.

DIALECTS — DOMAIN ADAPTATION

Adapted model
on dialect data

Fine-tuned model
on language data

Self-supervised
pre-trained model

Fine-tuning as
LID model

SSL (self-supervised learning)
training on huge datasets

Domain adaptation for
dialect identification

Higher layers  focuses on
fonetic information.

Pre-trained Foundational Model.Fig 3:
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CNN Encoder

Input: Raw waveform

Lower layers are better for
speaker identification task.

Accuracy heatmap for each dialect subgroup evaluted on Test part of the NAKI  dataset
for WavLM trained on 20 epochs of VoxLingua107 & 20 epochs of NAKI with AS loss.
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Fig 5:

Fig 6:

                                Using large self-supervised pre-trained  
neural models for dialect identification from raw audio with 
aid of language identification datasets. Part of ongoing NAKI 
program focused on national and cultural identity heritage.
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