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Abstract

Securely analyzing sensitive genomic data across multiple institutions is technically complex, due to strict

security rules, complicated access management, and long-running workflows. This project solves these

problems by creating a federated system that runs workflows using Snakemake, together with TES APIs

and Funnel. Users are authenticated and authorized with OAuth and GA4GH Visa tokens; these tokens

are automatically refreshed even during very long computations. The system runs in Kubernetes, uses

Celery to run tasks reliably, and provides a dashboard to manage and track workflows easily. The resulting

federated architecture facilitates secure, effective cross-institutional collaboration and advances practical

standards for genomic data processing.
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1. Introduction

International collaboration has become increasingly

important in genomic research. Nevertheless, effi-

cient and secure analysis of sensitive genomic datasets

across institutional and national boundaries remains

a considerable technical challenge. Genomic data

frequently include highly sensitive patient information,

necessitating stringent protection against unautho-

rized access during collaborative analyses. Addition-

ally, computational workflows in genomics often re-

quire hours or even days of uninterrupted execution,

complicating the secure management of authorization

credentials, as authentication tokens typically expire

during extended computations. Addressing these is-

sues requires secure, scalable, and intuitive technical

frameworks that can reliably run prolonged workflows

without interruption or security vulnerabilities.

Initiatives such as Beyond 1 Million Genomes (B1MG)

and 1+ Million Genomes (1+MG) have been es-

tablished to standardize data-sharing policies, gov-

ernance, and collaboration strategies internationally.

Although considerable progress has been made to-

ward policy standardization, practical technical imple-

mentations addressing challenges—such as federated

computation, stable authorization management, and

continuous execution during lengthy analyses—remain

limited.

In this project, a federated workflow execution plat-

form designed specifically to overcome these technical

gaps is presented. A secure infrastructure enabling

efficient cross-institutional computation of sensitive

genomic datasets has been developed. Additionally,

an automated mechanism for token refreshing has

been integrated to maintain continuous authorization

throughout prolonged computations. To further en-

hance usability, an intuitive dashboard for simplified

workflow initiation, real-time monitoring, and debug-

ging is provided. Kubernetes orchestration combined

with Celery task management has been employed to

ensure scalable, reliable, and secure operation, sig-

nificantly advancing technical capabilities critical to

collaborative genomic research aligned with the ob-

jectives of B1MG and 1+MG initiatives.

2. Genomic Data Infrastructure services

Genomic Data Infrastructure (GDI) provides inte-

grated components for secure discovery, authoriza-

tion, and analysis of sensitive genomic datasets in

collaborative environments [1]. Users interact with

the infrastructure primarily through the User Portal,

which includes a Data Catalogue to discover rele-

vant datasets and an Access Management module for

requesting data access. Resource Entitlement Man-

agement System (REMS) manages these requests
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and issues GA4GH Visa JWT tokens that encode

detailed data-use permissions [2]. Authentication and

authorization are securely validated through the Life

Science Authentication and Authorization Infrastruc-

ture (LS AAI) in collaboration with REMS, ensuring

controlled access to sensitive genetic data [3].

Genomic datasets are securely stored in Sensitive

Data Archives (SDA) that restrict external data ac-

cess [4]. Researchers utilize Beacon, a federated

querying service, for secure and privacy-preserving ex-

ploration of data availability, without directly access-

ing sensitive data. For conducting detailed analyses,

compute backends are authorized to retrieve data

securely from SDA via standardized HTSGET proto-

col, rigorously maintaining granular authorization and

data protection [5].

3. Federated architecture

The Genomic Data Infrastructure (GDI) employs a

federated architecture consisting of multiple indepen-

dent nodes, each securely handling sensitive genomic

data computations. Within each node, the Work-

flow Executor coordinates user-defined computational

workflows, passing tasks to a Funnel-based Task Exe-

cution Service (TES) for secure, containerized execu-

tion [6]. Sensitive genomic datasets remain secured

within each node’s dedicated SDA, accessible only

through strictly authorized internal service requests.

This decentralized architecture ensures data secu-

rity and facilitates effective collaboration, enabling

workflows across institutional or national boundaries

without exposing sensitive data directly.

4. Workflow executor

The workflow executor is designed for managing com-

putational tasks reliably and efficiently, integrating

Python’s Celery framework and Snakemake workflow

orchestration [7]. The executor provides a REST API,

allowing users and external applications to submit

workflows and monitor progress. Incoming workflow

requests are transformed into executable tasks by

the Task Builder and placed into Celery’s distributed

queue system. Celery workers then manage these

tasks concurrently, with Snakemake orchestrating in-

dividual workflow steps, tracking jobs, resolving depen-

dencies, and automatically refreshing authorization

tokens for long-running computations. This combi-

nation ensures robust, scalable, and uninterrupted

workflow execution, supports graceful updates with

minimal disruption, and simplifies the operation, mon-

itoring, and maintenance of complex genomic analysis

workflows.

5. Snakemake

To extend Snakemake for secure genomic data work-

flows, custom modifications and features were imple-

mented. First, a dedicated Python library was devel-

oped to handle OAuth token management, enabling

Snakemake to securely pass authorization tokens to

computational executor backends. Accordingly, a

custom TES plugin was created using this library, en-

suring secure authentication during task submission

and execution.

Additionally, Snakemake was enhanced to recognize

SDA storage paths directly within workflow defini-

tions (Snakefiles). Users define input data sources

using these SDA paths, which Snakemake does not

attempt to resolve directly (unlike typical storage

providers). Instead, the executor plugin transparently

forwards these paths into the TES requests using the

specialized sda://¡path¿ notation supported by the

Funnel backend. This approach ensures each SDA

path corresponds to the local SDA instance of the

specific federated node where the computational task

is executed, maintaining strict security boundaries and

precisely controlled access to sensitive genomic data

during federated workflow execution.

6. Conclusion

In this project, a secure, federated workflow platform

was successfully developed, tailored specifically for

sensitive genomic data analysis in cross-institutional

collaborative environments. Leveraging Snakemake,

custom TES executors, OAuth-based token manage-

ment, and standardized authorization via GA4GH

Visas, this solution addresses security, authorization,

and long-running workflow execution issues effectively.

The implemented federated infrastructure, coupled

with intuitive user interfaces and scalable Kubernetes

and Celery integration, significantly enhances real-

world capabilities for international genomic collabo-

rations. Through this work, substantial progress was

achieved toward securely realizing goals outlined by

initiatives such as B1MG and 1+MG, ultimately facil-

itating more practical, secure, and effective genomic

research partnerships across institutions.
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Ph.D. for their help.



References

[1] E Pascucci, F A Causio, G Pesole, M Chiara,

M Morelli, G Tonon, F Nicassio, R Pastorino,
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